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PRODUCT NAME: HP AlphaServer SC System Software, Version 2.6   SPD 80.10.06
 

DESCRIPTION 

AlphaServer SC System Software Version 2.6 (hereafter called AlphaServer SC System Software) from the Hewlett-Packard 
Company (“HP”) is the latest operating system environment for the operation and management of the HP AlphaServer SC 
series of highly scalable, interconnected, symmetric, multiprocessor-based systems. These systems are based on HP 
AlphaServer nodes, connected to one another by the HP AlphaServer SC Interconnect, which is a high-performance switch 
from Quadrics Ltd (“Quadrics”). The AlphaServer SC System Software includes capabilities from Quadrics and Platform 
Computing Inc. that supply the infrastructure for optimal network performance and throughput of parallel applications. In 
addition, the software provides users and system administrators with single-system management of the nodes of the HP 
AlphaServer SC system, and high availability of the system files and services.  

Overview 

AlphaServer SC System Software supports the management and execution of multiple parallel and serial applications on HP 
AlphaServer SC systems ranging in size from a minimum of 3, through a maximum of 1024, computational nodes. The 
software provides the infrastructure for creating and maintaining one or more high-bandwidth global file systems that may 
optionally be striped over disc controllers served by multiple nodes. User processes can read or write to global files from any 
node in the entire system, taking advantage of the HP AlphaServer SC Interconnect to deliver high bandwidth I/O. 
Furthermore, AlphaServer SC System Software can arrange an HP AlphaServer SC system into distinct partitions. Serial or 
parallel jobs may be scheduled for execution within a given partition, provided that the partition has sufficient resources (for 
example, memory, or number of CPUs) to execute that job. The entire system can be designated as a single partition, allowing 
parallel jobs to run across all of the CPUs of the HP AlphaServer SC system. Alternatively, the system administrator can divide 
the system into smaller partitions. The partitions are managed by a facility known as the Resource Management System 
(RMS), which implements primitives for job allocation and execution, partition management, user quotas, and job accounting. 
When deployed as intended, RMS is enhanced through integration with Platform Computing Corporation’s LSF® software 
(LSF) developed specifically for the HP AlphaServer SC system. LSF provides cross-partition or cross-domain (see below) 
policy-centric workload management for the HP AlphaServer SC system.  

HP AlphaServer SC System Software provides a single namespace, high-speed, global file system for user data.  From an 
administrative perspective, the HP AlphaServer SC system is organized into Cluster File System (CFS) domains of up to 32 
nodes, or members. Domains logically subdivide RMS partitions. Each domain has a single root file system that is shared by 
all members of the domain. Between one and four of the domains are designated as file server domains. The file server 
domains are able to export files to the other domains via the HP AlphaServer SC File System (SCFS), which exploits the high 
bandwidth of the HP AlphaServer SC Interconnect. In addition, Parallel File Systems can be created using component file 
systems, and exported via SCFS to the other domains. The AlphaServer SC System Software includes a cluster alias feature 
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for the Internet protocol suite (TCP/IP), so that each domain appears as a single system to its network clients. Because LSF 
recognizes each domain as a virtual SMP host, the workload-management infrastructure simultaneously leverages and 
remains consistent with the storage-management infrastructure. Under AlphaServer SC System Software, the nodes in a 
domain share system files and many system-configuration files; therefore, you need only perform most management tasks 
once within the domain, rather than repeatedly for each individual node. For example, you install HP Fortran just once per HP 
AlphaServer SC domain, rather than once on each node. Also, you need only configure most network applications once for the 
domain.  

System management, performance monitoring, and hardware diagnostics are each done from centralized user interfaces that 
augment and extend the system management utilities of the Tru64 UNIX operating system, thus further simplifying overall 
management of the entire HP AlphaServer SC system.  

AlphaServer SC System Software includes the drivers and runtime support for the HP AlphaServer SC Elan cards. A highly-
optimized MPI message-passing library is provided which includes MPI-2 features for providing direct access to the memory or 
remote processes. In addition, a low-level Shmem library is included for compatibility with the Cray Shmem library.  

Features 

Workload Management  

The AlphaServer SC System Software features a policy-driven, workload-management solution based on technology from 
Platform Computing Corporation’s software product – LSF Version 6.0 (LSF). LSF leverages and remains consistent with both 
RMS and CFS – that is, the workload-management infrastructure is tightly integrated with both the native resource and 
storage-management infrastructures. LSF views each domain as a single SMP virtual host. To minimize the impact on 
application performance, these services exist only on the management node of each domain. Because HP AlphaServer SC 
systems typically contain multiple domains, cross-domain workload management is provided via LSF. 

RMS is a native resource manager for the HP AlphaServer SC Interconnect and the HP AlphaServer nodes connected to that 
switch. HP AlphaServer nodes are organized into domains that subdivide RMS partitions. RMS uses an allocation algorithm to 
specify a base node, the number of nodes, and the number of CPUs. This is followed by an allocation decision based on the 
topology of the available CPUs. In contrast, the policy-driven workload management approach used by LSF is an imperative 
one. When LSF attempts to schedule a job on a list of candidate hosts, it makes a decision based on the number of available 
job slots. Driven by the compelling value to be gained from a tight integration between RMS and LSF, the following LSF 
features are supported in AlphaServer SC System Software: 

• Integration of RMS and LSF is targeted specifically for the HP AlphaServer SC system and takes into account the 
existing domains 

• Domains map as virtual SMP hosts and subdivide RMS partitions 

• Load indices are calculated for each domain 

• Consistency with cluster alias and IP addressing 

• A rich command line interface, including a resource-requirement specification syntax, support for job submission in 
the form of a script, and so on 

• Interactive jobs are supported through batch submission 

• Support for mixed-mode workloads – for example, serial, shared (OpenMP, Shmem, UPC) or distributed (MPI) 
memory parallel 

• Support for multiple rails of interconnect 

• Advanced workload management features – for example, job dependencies, automatic job requeue, and so on 

• Controls (for example, limits, signal passing, exit codes handling) and accounting for parallel workloads 
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• Project-based accounting 

• Advanced scheduling policies including backfill, preemptive and job slot reservation. 

• Compliance with HP AlphaServer SC MPI, Shmem and UPC libraries and various scheduling policies – for example, 
first-come-first-served, fairshare, deadline-constrained, exclusive, adaptive dispatch 

• Various configuration options – for example, user account mapping, time-based configuration, pre/post-execution 
scripts and job starters 

• Extensive support for site-specific customization and extension through various plug-in interfaces 

• Enhanced availability of workload-management infrastructure through event handler and TruCluster integration and 
awareness of RMS partition reconfiguration 

• Multiple HP AlphaServer SC systems within one LSF cluster 

• LSF Multi-Cluster 

All topology specification constraints in conjunction with different allocation types from the previous version have been 
removed. 

Resource Management System  

The resource management system (RMS) allows the administrator to treat the total set of CPUs, provided by all nodes, as a 
single large pool. This total set can be subdivided for use by different classes of jobs. Users can execute jobs directly through 
RMS. RMS is responsible for allocating and occupying a set of nodes that fits the job’s requirements; it also creates the 
requisite processes on each node. RMS is a native resource manager for the HP AlphaServer nodes networked together via 
the HP AlphaServer SC Interconnect. 

Partitions can be configured for one of various types of scheduling modes including “batch”, “direct” and “time-sliced”. Batch 
partitions are used for jobs submitted through a policy-based batch-management system such as LSF. Direct partitions are 
primarily used for jobs to be executed on demand. These partitions are often allocated according to certain preferred methods 
of usage. For example, a direct partition could be allocated for login, and application development. Another direct partition may 
be allocated with access restricted to a particular project. RMS also supports a “time-sharing partition” for the time-sharing of 
different long-running jobs; the system deschedules the set of processes that constitutes one job and then schedules the set of 
processes for one of the other jobs that is to be run. This is known as time-sliced gang scheduling. 

RMS provides capabilities for access control. A Partition Manager, which mediates user requests, manages the resources in 
each partition and checks access permissions and resource limits before scheduling the user’s jobs. RMS accounts for 
resource usage on a per-job basis. Total resource usage is aggregated. RMS stores state information (such as resource 
usage) in a database, which can be accessed through a Structured Query Language (SQL) interface that is included as part of 
the AlphaServer SC System Software.  

Cluster File System 

The Cluster File System (CFS) ensures that all files within a domain, including the global configuration and administration files 
and system binaries contained in the root (/), /usr, and /var file systems, are visible to, and accessible by, all domain members. 
Only one member serves each file system; other members access that file system as CFS clients.  By default, the same 
pathname refers to the same file on all nodes. CFS preserves full X/Open and POSIX semantics for file-system access and 
maintains cache coherency across HP AlphaServer SC domain members. Between one and four of the domains are 
designated as the file server domains. The other domains are designated as compute server domains. 

HP AlphaServer SC File System 

The HP AlphaServer SC File System (SCFS) is a high-bandwidth method of exporting large sequential files with a server node 
to client nodes. When the client nodes perform I/O operations to SCFS-mounted files, those operations are routed over the HP 
AlphaServer SC Interconnect, using low-level protocols that permit extremely high bandwidth internode communications. The 
SCFS file access semantics are similar to NFS. SCFS file systems are created and configured using the scfsmgr utility. This 
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utility provides a central point of management for all SCFS file systems on all nodes in the HP AlphaServer SC system, and 
ensures that SCFS file systems are globally mounted in a way that preserves a consistent namespace. 

Parallel File System 

The HP AlphaServer SC Parallel File System (PFS) delivers scalable bandwidth capability to the processes that constitute a 
job. It achieves this by striping the data of a single file system over multiple underlying file systems. The underlying file 
systems can be served by multiple nodes or by a single node. A single HP AlphaServer SC system can support multiple 
parallel file systems (PFS file systems). User processes can read or write to PFS files from any node in the entire system, thus 
achieving I/O bandwidths that reflect the full utilization of the HP AlphaServer SC Interconnect. When an administrator creates 
a PFS file system, the constituent file systems and the default stripe size are specified. For the programmer, PFS uses POSIX-
compliant syntax and semantics. It supports additional file system commands (implemented as ioctls) which allow a program 
(or application) to interrogate the attributes of the file system (for example, determining which file system components are local 
to a process), modify the stripe size and other attributes of new (zero-length) files, and so on. This enables a parallel job to 
optimize its input/output (I/O) with respect to the underlying PFS structure. PFS file systems are created and configured using 
the pfsmgr utility. This utility provides a central point of management for all PFS file systems on all nodes in the HP 
AlphaServer SC system, and ensures that PFS file systems are globally mounted in a way that preserves a consistent 
namespace. 

Cluster Alias and IP Addressing 

A (default) cluster alias is an IP address that makes an HP AlphaServer SC domain look like a single node to other hosts on 
the network or in other domains of the HP AlphaServer SC system; it provides a single-system view to network clients. Cluster 
aliases free clients from having to connect to specific nodes for services. The alias feature permits services to be load-
balanced over different nodes. Furthermore, if the member providing the service goes down, a client reconnects with the 
cluster alias, which elects another member to provide the service. The AlphaServer SC System Software also permits each 
computational node to be network-accessible over its own unique IP address. In addition to the default cluster alias described 
above, other aliases can be and are defined. For example, in HP AlphaServer SC Version 2.6, aliases are used to make file 
serving more efficient, by having aliases defined for sets of serving nodes with nodes directly connected to the storage 
concerned having preference. 

Fast File System Recovery 

The Advanced File System (AdvFS) is a journaled local file system that provides higher availability and greater flexibility than 
traditional UNIX file systems. Using transaction journaling, AdvFS recovers file domains in seconds, rather than hours, after an 
unexpected restart such as a power failure. AdvFS journaling also provides increased file system integrity. In addition, a 
separately licensed product, the Advanced File System Utilities, can be used to perform management functions online while 
file systems are active. See the SOFTWARE REQUIREMENTS section of this SPD for more information on Advanced File 
System Utilities. 

Storage I/O Failover  

AlphaServer SC System Software is capable of providing multiple levels of protection in the event of storage infrastructure 
failure. For example, nodes can be configured with redundant host bus adapters. Should one host adapter fail, traffic will 
transparently fail over to the surviving adapter. As another example, two nodes (in the same domain) may be configured with 
single host bus adapters, but they are connected, via a Fibre Channel Switch, to shared storage. In this case, when one of 
these nodes fails, transactions are transparently transferred to the other node. 

HP AlphaServer SC Management Utilities  

The Tru64 UNIX SysMan menu provides a single-system interface to manage domains in the HP AlphaServer SC 
configuration, and may be used to determine the current state of availability and connectivity in the system. A range of 
graphical, Web-based, or command-line user interfaces makes management and file-manipulation tasks easier and more 
flexible for administrators with large configurations, and streamlined for users. 

AlphaServer SC System Software incorporates highly-automated system installation capabilities with supporting components, 
including console software. The SRA utility provides an interface to the management functions that build the system software 
on the disks local to each node, and automates installation of shared system software for each domain. The SRA utility also 
automates the setting of System Resources Manager (SRM) console parameters on all nodes. The SRA utility is used to set 
up and manage DECserver terminal servers, into which the individual node console ports are connected, to manually connect 
to the node consoles, and to log console output. 
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AlphaServer SC System Software includes an automated upgrade procedure that allows upgrades from previous versions 
(namely AlphaServer SC System Software V2.5 and V2.5UK1). Most local site customizations are preserved during this 
upgrade. 

AlphaServer SC System Software includes the scrun command, which is used by system managers to execute programs in 
parallel on all domains or all nodes in the system. 

The HP AlphaServer SC System Monitor checks key hardware components, including external storage, mangement network 
components and terminal servers. System managers can view the state of the system using the SC Viewer (scviewer) tool as 
it provides a graphical display of the state of all critical hardware components. 

The Event Management System records changes in system state. Events can be filtered and viewed using the scevent or 
scviewer tools. The scevent tool provides a command-line interface whereas the scviewer tool provides a graphical interface. 
The scalertmgr tool is used to configure the system so that when an event matches specific criteria, an alert is generated. 
Alerts cause an email to be sent to designated addresses. 

File system administration is facilitated through the pfsmgr utility for PFS and the scfsmgr utility for SCFS. The scfsmgr utility is 
used to make file domains, and filesets, to export file systems to domains, to define mount points, set owners and permissions, 
build configuration files, and synchronize client systems. The pfsmgr utility is used to make PFS file systems, define PFS 
mount points, build configuration files, and synchronize client systems. The scfsmgr and pfsmgr utilities can be used on any 
node in the system. The Tru64 UNIX SysMan Menu provides a graphical user interface for the scfsmgr and pfsmgr utilities. 

AlphaServer SC System Software can perform hardware error diagnostics and enable the system administrator to initiate 
remedial actions in the case of node failures in the HP AlphaServer SC system. In addition, events can be configured to trigger 
actions such as sending email to the administrator. When appropriate, events can initiate console functions that cause failed 
hardware components to automatically fail over to replacement components and then to automatically restart the failed 
hardware. Network behavior is controlled and monitored by the Switch Manager, which samples the network control interface, 
checking for network errors and monitoring performance.  

AlphaServer SC System Software also supports a single or clustered management server. See the section below on 
supported systems. 

Performance Visualizer 

Performance Visualizer (scpvis) is a performance and resource-monitoring tool. System managers can use Performance 
Visualizer by selecting one or more graphical displays to help them to quickly identify overloaded hosts and underutilized 
resources.  

MPI 

The HP AlphaServer SC MPI library is an optimized implementation of the Message Passing Interface (MPI-1) specification 
and is based on MPICH Version 1.2.4 from Argonne National Laboratory and Mississippi State University. Fortran and C 
interfaces are provided. Hybrid MPI-OpenMP applications are supported. The HP AlphaServer SC MPI library is layered on 
top of tagged message-passing routines that are specially designed for the HP AlphaServer SC Elan cards. These routines 
perform highly efficient communication between nodes connected by the HP AlphaServer SC Interconnect. Hardware support 
provides superb performance for collectives such as allgather, alltoall and allreduce. Also, highly efficient communication 
within a node occurs through direct memory transfers performed with minimal data movement. These intranode optimizations 
also include specific support for barrier and broadcast operations. Support is included for a large subset of the MPI-2 I/O 
interface via the ROMIO package from Argonne National Laboratory. Performance of the MPI-2 I/O operations will be related 
to the attributes of the Parallel File System. Support is also included for MPI-2 one-sided communication operations.  

Shmem 

The HP AlphaServer SC Shmem library provides direct access, via put and get calls, to the memory of remote processes. 
Fortran and C interfaces are provided. Whereas the MPI send-receive protocol, for example, requires that the remote process 
issue a receive to complete the transmission of each message, the Shmem library, by contrast, provides the initiating 
process with direct access to the target memory. The one-sided communication of Shmem maps well onto the Direct Memory 
Access (DMA) hardware in the HP AlphaServer SC Elan card. The HP AlphaServer SC Shmem library is highly compatible 
with the Cray Shmem library. Further information can be found in the software documentation. 
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HARDWARE REQUIREMENTS 

 Processors and Systems Supported  

AlphaServer SC System Software must be installed on each computational node of a valid configuration such as an HP 
AlphaServer SC system. The supported computational nodes are HP AlphaServer ES40, HP AlphaServer ES45 and HP 
AlphaServer DS20L systems with Alpha 21264b (EV68), or Alpha 21264a (EV67) processors, and each computational node 
must be connected to the others with the HP AlphaServer SC Interconnect. AlphaServer SC System Software may also be 
installed on management servers for the HP AlphaServer SC system. The management servers should be HP AlphaServer 
systems with at least two CPUs and must be connected to the internal management network. AlphaServer SC System 
Software supports either a single Management Server or a pair of management servers in a TruCluster Server software 
implementation as described in the HP AlphaServer SC Installation Guide. The clustered management server implementation 
operates over a Gigabit Ethernet Interconnect, and should not be confused with the HP AlphaServer SC system, which 
operates over the HP AlphaServer SC Interconnect.   

Valid hardware configurations and options include those that comply with the HP AlphaServer SC specification provided in HP 
QuickSpecs for HP AlphaServer SC systems or which are electrically equivalent to such a specification. 

AlphaServer SC System Software installation instructions for both the computational nodes and the management servers can 
be found in the HP AlphaServer SC Installation Guide, which is part of the HP AlphaServer SC Administration Documentation 
Kit.  

AlphaServer SC System Software, when properly installed, is fully enabled on the computational nodes of the HP AlphaServer 
SC system. However, on the management servers, many of the features are disabled. The following features of AlphaServer 
SC System Software Version 2.6 are enabled on the management servers:  

• The RMS job management and administration utilities 

• The RMS partition management utilities 

• The RMS job launch utilities 

• The LSF workload management service infrastructure 

• The LSF user-focused directives for workload submission, monitoring, control, and so on 

• The SRA automated installation and console management utility 

• Performance Visualizer 

• MPI libraries for building (but not executing) applications 

• Shmem libraries for building (but not executing) applications 

In addition, the management servers can be used to remotely execute the Tru64 UNIX SysMan Menu, and to monitor 
hardware on the computational nodes of the HP AlphaServer SC system.  

Disk Space Requirements 

The storage configuration must comply with the HP AlphaServer SC specification provided in QuickSpecs for HP AlphaServer 
SC systems. Precise file system and partition size requirements are provided in the HP AlphaServer SC Installation Guide, 
which is part of the HP AlphaServer SC Administration Documentation Kit. Each computational node must have two local 
disks, each with at least 18GB of storage or one local disk with 36GB of storage. In addition, each domain must have RAID 
system storage with the following minimum disk space requirements:  

 

 /  0.9GB 

 /usr  9GB 

 /var  8.1GB 
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 generic boot 18GB 

 backup /  0.9GB 

 backup /usr 9GB 

 backup /var 8.1GB 

These sizes are approximate; actual sizes may vary depending on the user's system environment, configuration, and software 
options. 

Memory Requirements 

At least 512MB of memory is required on each computational node of the HP AlphaServer SC system. 

SOFTWARE REQUIREMENTS 

AlphaServer SC System Software Version 2.6 has the following requirements: 

• Version 5.1B of the Tru64 UNIX operating system must be installed and licensed on each node of the HP AlphaServer SC 
system. The Tru64 UNIX Version 5.1B Patch Kit 3 must also be installed on each node of the HP AlphaServer SC system. 

• UNIX Server Extensions are required for RIS. 

• The Advanced File System Utilities must be installed and licensed on the first two nodes of each domain of the HP 
AlphaServer SC system.  

For more information on the Tru64 UNIX operating system, a separately licensed product, please see QuickSpec DA-10513. 

The Advanced File System Utilities extend the high availability and flexibility of AdvFS. The Advanced File System Utilities 
provide a graphical user interface to simplify management tasks, and online utilities to dynamically resize file systems, 
defragment files, balance percentage of space used on volumes, undelete files using trashcans, stripe files, and clone files for 
hot backup. Advanced File System Utilities is a separately licensed software product for Tru64 UNIX. Please see QuickSpec 
DA-10898 for more information. 

OPTIONAL SOFTWARE 

Web-Based Enterprise Service 

Web-Based Enterprise Service (WEBES) is an extension of the HP industry-leading Web-Based Enterprise Management 
(WBEM) technology, and provides a core of common service tool functionality across the HP product platforms. The WEBES 
tools integrate a high-availability system fault management architecture, Distributed Enterprise Service Tools Architecture 
(DESTA), with the HP architecture for distributed, Web-based system management.  

SOFTWARE LICENSING INFORMATION 

This software is furnished under license from HP. The license grants the right to use the software on the quantity of computers 
(computational nodes) specified on the HP License Agreement. In addition, the license grants the right to use the software on 
up to two other computers, known as management servers. The management servers are used as part of the HP AlphaServer 
SC system or other valid systems primarily for the purposes of managing the computational nodes and for submitting jobs for 
execution on the computational nodes. 

The license applies only to an HP AlphaServer SC system or other valid system.  

In a valid system such as an HP AlphaServer SC system, the computational nodes must be connected by an HP AlphaServer 
SC Interconnect. All computational nodes within an HP AlphaServer SC system or other valid system must be licensed.  

For more information about HP licensing terms and policies, contact your local HP office. 
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