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Preface

Intended Audience

This guide is intended for system managers who install and use HP Availability
Manager software. It is assumed that the system managers who use this product
are familiar with Microsoft Windows terms and functions.

Note

The term Windows as it is used in this manual refers to either Windows
2000 or Windows XP but not to any other Windows product.

Document Structure

This guide contains the following chapters and appendixes:

Chapter 1 provides an overview of Availability Manager software, including
security features.

Chapter 2 tells how to set up and configure the Data Analyzer and Data
server, how to start the Data Server and Data Analyzer, use the main System
Overview window, select a group of nodes and individual nodes, and use
online help.

Chapter 3 tells how to select nodes and display node data; it also explains
what node data is.

Chapter 4 tells how to display OpenVMS Cluster summary and detailed data;
it also explains what cluster data is.

Chapter 5 tells how to display and interpret events.

Chapter 6 tells how to take a variety of corrective actions, called fixes, to
improve system availability.

Chapter 7 describes the tasks you can perform to filter, select, and customize
the display of data and events.

Appendix A contains a table of CPU process states that are referred to in
Section 3.2.2.4 and in Section 3.3.1.

Appendix B contains a table of OpenVMS and Windows events that can be
displayed in the Event pane discussed in Chapter 5.

Appendix C describes the events that can be signaled for each type of
OpenVMS data that is collected.
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Related Documents
The following manuals provide additional information:

e HP OpenVMS System Manager’s Manual describes tasks for managing
an OpenVMS system. It also describes installing a product with the
POLYCENTER Software Installation Utility.

e  HP OpenVMS System Management Utilities Reference Manual describes
utilities you can use to manage an OpenVMS system.

e HP OpenVMS Programming Concepts Manual explains OpenVMS lock
management concepts.

For additional information about HP OpenVMS products and services, see:

http://www.hp.com/go/openvms

Reader’s Comments

HP welcomes your comments on this manual. Please send your comments or
suggestions to:

openvmsdoc@hp.com

How to Order Additional Documentation
For information about how to order additional documentation, see:

http://www.hp.com/go/openvms/doc/order

Conventions
The following conventions are used in this guide:

Ctrl/x A sequence such as Ctrl/x indicates that you must hold down
the key labeled Ctrl while you press another key or a pointing
device button.

PF1 x A sequence such as PF1 x indicates that you must first press
and release the key labeled PF1 and then press and release
another key or a pointing device button.

In examples, a key name enclosed in a box indicates that
you press a key on the keyboard. (In text, a key name is not
enclosed in a box.)

In the HTML version of this document, this convention appears
as brackets, rather than a box.

A horizontal ellipsis in examples indicates one of the following
possibilities:

e Additional optional arguments in a statement have been
omitted.

¢ The preceding item or items can be repeated one or more
times.

e Additional parameters, values, or other information can be
entered.

Xiv



)

{}

bold type

italic type

UPPERCASE TYPE

Example

numbers

A vertical ellipsis indicates the omission of items from a code
example or command format; the items are omitted because
they are not important to the topic being discussed.

In command format descriptions, parentheses indicate that you
must enclose choices in parentheses if you specify more than
one.

In command format descriptions, brackets indicate optional
choices. You can choose one or more items or no items.

Do not type the brackets on the command line. However,
you must include the brackets in the syntax for OpenVMS
directory specifications and for a substring specification in an
assignment statement.

In command format descriptions, vertical bars separate choices
within brackets or braces. Within brackets, the choices are
optional; within braces, at least one choice is required. Do not
type the vertical bars on the command line.

In command format descriptions, braces indicate required
choices; you must choose at least one of the items listed. Do
not type the braces on the command line.

Bold type represents the introduction of a new term. It also
represents the name of an argument, an attribute, or a reason.

Italic type indicates important information, complete titles
of manuals, or variables. Variables include information that
varies in system output (Internal error number), in command
lines (/PRODUCER=name), and in command parameters in
text (where dd represents the predefined code for the device
type).

Uppercase type indicates a command, the name of a routine,
the name of a file, or the abbreviation for a system privilege.

This typeface indicates code examples, command examples, and
interactive screen displays. In text, this type also identifies
URLs, UNIX commands and pathnames, PC-based commands
and folders, and certain elements of the C programming
language.

A hyphen at the end of a command format description,
command line, or code line indicates that the command or
statement continues on the following line.

All numbers in text are assumed to be decimal unless
otherwise noted. Nondecimal radixes—binary, octal, or
hexadecimal—are explicitly indicated.
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Overview

This chapter answers the following questions:

e What is the HP Availability Manager?

e How does the Availability Manager work?

e How does the Availability Manager maintain security?

e How does the Availability Manager identify possible performance problems?

1.1 What Is the HP Availability Manager?

The HP Availability Manager is a system management tool that allows you to
monitor, from an OpenVMS or Windows node, one or more OpenVMS nodes on an
extended local area network (LAN).

The Availability Manager helps system managers and analysts target a specific
node or process for detailed analysis. This tool collects system and process data
from multiple OpenVMS nodes simultaneously, analyzes the data, and displays
the output using a graphical user interface (GUI).

Features and Benefits

The Availability Manager offers many features that can help system managers
improve the availability, accessibility, and performance of OpenVMS nodes and
clusters.

Feature Description

Immediate notification = Based on its analysis of data, the Availability Manager notifies

of problems you immediately if any node you are monitoring is experiencing
a performance problem, especially one that affects the node’s
accessibility to users. At a glance, you can see whether a
problem is a persistent one that warrants further investigation
and correction.

Centralized Provides centralized management of remote nodes within an
management extended local area network (LAN).
Intuitive interface Provides an easy-to-learn and easy-to-use graphical user

interface (GUI). An earlier version of the tool, DECamds, uses
a Motif GUI to display information about OpenVMS nodes. The
Availability Manager uses a Java GUI to display information
about OpenVMS nodes on an OpenVMS or a Windows node.

Correction capability Allows real-time intervention, including adjustment of node and
process parameters, even when remote nodes are hung.
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Feature

Description

Uses its own protocol

Customization

Scalability

An important advantage of the Availability Manager is that

it uses its own network protocol. Unlike most performance
monitors, the Availability Manager does not rely on TCP/IP

or any other standard protocol. Therefore, even if a standard
protocol is unavailable, the Availability Manager can continue to
operate.

Using a wide range of customization options, you can customize
the Availability Manager to meet the requirements of your
particular site. For example, you can change the severity levels
of the events that are displayed and escalate their importance.

Makes it easier to monitor multiple OpenVMS nodes.

Figure 1-1 is an example of the initial System Overview window of the

Availability Manager.

Figure 1-1 System Overview Window

HP Availability Manager V3.0-2 BE®E
File View Customize Help
Groups/Nodes |#CPUs| CPU | MEM | FFLTS |PPwicOM| BIO | DIO |CPUQs| Events | FrocCt | OSVersion | Hiti Model | v Ar
'DEVICE{4E677B32-B87D-4011-AD40-6B2E05E4DIDB} 000K o 000K o oconnected Whtware fooelerated AMO PCNet Bdapter 82 - T &
Aslan:9819 3MEIM 2-000 000 4K ] 10051k 0 connected  K3.0-2 [build 1... 16.118.172.13 port 9813
¢ & OpenwMs (3) (15)
6~ = DECAMDS (4) 122 W25 ER %] o o i r 180:2149 EN
- = KOINE (7) 10 0 24 %] o0 o i o M> 12841350 EB
g‘ AM1IG4 2i2 1] i 00 0o o 0 1] l 1 20533 V.3 HP rx2600 (900MHz/1.5MB) 164
g‘ AM2I64 2i2 1] 4 00 00 o 0 1] o 20i8192 v8.2-1 HP rx2600 (900MHz/1.5MB) 164
g‘ AM3I64 2i2 1] 26 00 00 o 0 1] o 171525 V8.2 HP rx2600 (900MHz/1.5MB) 164
g‘ AMDS10 1 1] 47 00 00 o 0 1] l 2 19/524 ve.3 AlphaServer DS10L 617 MHz Alpha
g‘ AMDS11 1 1] ) 00 0o o 0 1] o 171524 V8.2 AlphaServer DS10L 617 MHz Alpha| =
g‘ AMDS12 1 1] 7 00 00 o 0 1] o 181528 V731 AlphaServer DS10L 617 MHz Alpha
g‘ AMDS13 1 1] 7 00 00 o 0 1] o 17i524 V7.3 AlphaServer DS10L 617 MHz Alpha
o a STAR (4) 44 10 58 %] o0 101 [ 59 o | ¢ 33708 [ 1]
W& 16.212.8.220:9819 2MEIM 2-000 000 207K ] 4i3.4K 0 connected  w3.0-2 [build 1. 16 212 8.229 port 3813
7 & OpenvMS (1) (3)
¢ = DECAMDS (3) ¥3 5 [eE EEEEsN oo 143 a5 o 8 165/1550
g‘ DS20 1m 2 63 105/38 00 54 23 1] I 2 48i352 ve.3 AlphaServer D520 500 MHz Alpha
g‘ DS20E 1 12 0o 362 177 1] I 2 68/365 ve.3 COMPAQ AlphaServer DS20E 500MH  Alpha
B pyz600 1 3 55 37 00 14 85 1] l 2 49833 ve.3 HP rx2600 (900MHz/1.5MB) 164 |-
1] ] [ [r]
Mode | Group [ Diate & Time [sev.. | Event | Description
{4 MIKUMI DECAMDS 08-Apr-2009 18:33:535.847 85 DCCOLT MIKUMI ORIG LOCK FULL data collection completed in 23 seconds =
{4 MIKUMI DECAMDS 08-Apr-2008 18:33:02.711 85 DCSLOW MIKUMI ORIG LOCK FULL dats collection taking longer than collection inff
{4 BHAE ZTAR 08-Apr-20028 18:30:05.1e3 80 HIALNR BHAK alignment fault rate is high I
/4 AM1IE4 EOINE 08-Apr-2008 18:30:16.111 80 LCECNT AM1IE4 possible contention for resource QMANSJEC ALIVE O1
{4 AMDS10 EOINE 08-Apr-2008 18:30:17.954 80 LCECHNT AMDS10 possible contention for resource QMANSJEC ALIVE O1
{4 FATMAI DECAMDS 08-Apr-20089 18:30:19.956 80 LCECHNT EKATMATI possible contention for resource IOGENS 170
{4 R¥ZE00 DECAMDS 08-Apr-2008 18:30:21.389 80 LCECHNT REZ600 possible contention for resource DECWICK11 J04ZBS6CEFZE0000
{4 R¥ZE00 DECAMDS 08-Apr-2008 18:30:21.389 80 LCECNT REZ600 possible contention for resource $D3A000Z $WATCHR
{4 R¥2E00 DECAMDS 08-Apr-2008 18:30:21.359 &80 LCECHNT REZ600 possible contention for resource DECWICK11 2042C46DEFZAQ000 E
] Il [ [»]
Group [DECAMDS] has 4 nodes 5363K/BI08BK  18:33:35

1-2 Overview

The System Overview window is divided into the following sections:

e In the upper section of the display is a list of user-defined groups and a list
of nodes in each group. You can compress the display to only the name of a
group by clicking the handle preceding the group name. The summary group
line remains, showing the collected information for all the nodes in the group.

If a node name displays a red icon, you can hold the cursor over the icon,
the node name, or the number in the Events column to display a tooltip
explaining what the problem is; for example, for the node DBGAVC, the
following message is displayed:

HIHRDP, high hard page fault rate

This section of the window is called the Group/Node pane.
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e In the lower section of the window events are posted, alerting you to possible
problems on your system. The items on the pane vary, depending on the
severity of the problem: the most severe problems are displayed first. This
section of the window is called the Event pane.

1.2 How Does the Availability Manager Work?
The Availability Manager consists of the following parts:
e Data Collector

Runs on OpenVMS nodes and has two purposes:
e accepts requests for data from a Data Analyzer

e allows a Data Analyzer or Data Server to communicate with other Data
Collectors

e Data Analyzer

Runs on an OpenVMS or Windows node. It displays collected data in an
easy-to-use graphic user interface (GUI).

e Data Server

Runs on an OpenVMS or Windows node. It allows the Data Collector and
Data Analyzer to communicate over a wide area network (WAN) using the
Internet Protocol (IP) suite.

The next two sections describe how these parts work together on an extended
LAN and on a WAN.

1.2.1 Data Analyzer and Data Collector on the Same Extended LAN

The Data Analyzer and Data Collector communicate over an extended LAN using
an IEEE 802.3 Extended Packet format protocol. Once a connection between the
Data Analyzer and the Data Collector is established, the Data Analyzer instructs
the Data Collector to gather specific system and process data.

Although the Data Analyzer can be run on a member of a monitored cluster, it is
typically run on a system that is not a member of a monitored cluster. Because of
this, the Data Analyzer does not hang if the cluster hangs.

When the Data Analyzer and Data Collectors reside on the same extended
LAN, they can communicate directly with each other. Restrictions on this direct
communication setup are as follows:

¢ Only one Data Analyzer can run on a system at one time.
e Communication between the Data Analyzer and Data Collectors is not

routable in an IP network.

Note

The Availability Manager protocol is based on the 802.3 Extended Packet
Format (also known as SNAP). The IEEE Availability Manager protocol
values are as follows:

Protocol ID: 08-00-2B-80-48
Multicast Address: 09-00-2B-02-01-09

If your routers filter protocols in your network, add these values to your
network protocols so that the private transport is propagated over the
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1-4 Overview

routers.

Figure 1-2 shows a possible configuration of nodes running Data Analyzers and
Data Collectors on an extended LAN.

Figure 1-2 Availability Manager Node Configuration for an Extended LAN

Data Analyzer
Node

Extended LAN

P
,-L Passwords
X, do not match

Data Collector Data Collector  Data Collector Data Collector
Node Node Node Node

VM-0092A-Al

In Figure 1-2, the Data Analyzer can monitor nodes A, B, and C across the
network. The password on node D does not match the password of the Data
Analyzer; therefore, the Data Analyzer cannot monitor node D.

For information about password security, see Section 1.3.

Requesting and Receiving Information over an Extended LAN

After installing the Availability Manager software, you can begin to request
information from Data Collectors on one or more nodes.

Requesting and receiving information requires the Availability Manager to
perform several steps, which are shown in Figure 1-3 and explained in the text
following the figure.
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Figure 1-3 Requesting and Receiving Information over an Extended LAN

Windows OpenVMS
Data Analyzer Node Data Analyzer Node
Data Data
Analyzer Analyzer
\ A
o] lo 0| lo
Windows Data Collector
Driver Driver

(2]

Extended LAN

w :

Data Collector
Driver

OpenVMS
Data Collector Node
VM-0358AAI

The following steps correspond to the numbers in Figure 1-3.

@ The Data Analyzer passes a user’s request for data to the driver on the Data
Analyzer node:

e  On Windows systems, the Windows driver is part of the Windows kit.

e  On OpenVMS systems, the OpenVMS driver is called the Data Collector
driver and is included in the Data Collector kit. This is the same driver
that is on the Data Collector node.

® The driver on the Data Analyzer transmits the request across the network to
the driver on the Data Collector node.

© The driver on the Data Collector transmits the requested information as data
over the network to the driver on the Data Analyzer node.

O The driver on the Data Analyzer node passes the data to the Data Analyzer,
which displays the data.

In step 4, the Data Analyzer also checks the data against various thresholds and
conditions, and posts events if the thresholds are exceeded or the conditions met.
The following section explains how data analysis and event detection work.

Data Collector Notes

There are some characteristics to note about the Data Collector drivers on
OpenVMS and Windows.

e The Data Collector on a Data Collector node can collect data for more than
one Data Analyzer node at the same time.
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¢ The Data Collector driver on an OpenVMS Data Analyzer node can only
support one Data Analyzer at a time.

e The Data Collector driver on a Windows Data Analyzer node can only support
one Data Analyzer connection to a network adapter at a time.

1.2.2 Data Analyzer and Data Collector Connected over a WAN

1-6 Overview

The Data Analyzer can communicate only with Data Collectors that are on an
extended LAN. (LANs are usually limited to a building or even just to a computer
room.) However, you might need to run a Data Analyzer on a node that is not
part of an extended LAN—for example, from home or at another site. To do this,
you must add a Data Server node to your extended LAN.

The purpose of the Data Server node is to relay data between the Data Analyzer
and Data Collectors. The Data Server formats data for transport to and from the
Data Analyzer over a WAN.

Figure 1-4 shows an example of adding a Data Server and WAN connection to
Figure 1-2.

Figure 1-4 Availability Manager Node Configuration for a WAN

Data Server Data Analyzer
Node Node

WAN over IP Network

Extended LAN

,-L Passwords
X, do not match

Data Collector Data Collector ~ Data Collector Data Collector
Node Node Node Node

VM-1218A-Al

In Figure 1-4, the Data Analyzer monitors Data Collector nodes by passing data
through the Data Server. When you start the Data Analyzer, you direct it to
connect to the Data Server over the WAN. Once the connection is established, the
Data Analyzer can connect to Data Collectors through the Data Server and start
collecting data.
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Requesting and Receiving Information over a WAN

After installing the Availability Manager software, you can begin to request
information from Data Collectors on one or more nodes.

Requesting and receiving information requires the Availability Manager to
perform several steps, which are shown in Figure 1-5 and explained in the text
following the figure.

Figure 1-5 Requesting and Receiving Information Over a WAN

Data Analyzer Node

(Windows or OpenVMS)
Data Server Node
(Windows or OpenVMS)
o > e > e: Data
Data IP P [
Analyzer :® < 0 ‘e Servir
Windows Driver

or
OpenVMS Data
Collector Driver

Extended LAN (6] (5

0 0

OpenVMS Data
Collector Driver

OpenVMS
Data Collector Node

VMI1219A-Al

The following steps correspond to the numbers in Figure 1-5.

© The Data Analyzer passes a user’s request for data to the IP socket connection
on the Data Analyzer node.

Using a secure socket, the IP socket transmits the request to the IP socket
connection on the Data Server node.

(2]
© The IP socket on the Data Server node passes the request to the Data Server.
(4]

The Data Server passes the request to the IP socket on the Data Server
node:

e On Windows systems, the Windows driver is part of the Windows kit.
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e  On OpenVMS systems, the OpenVMS driver is called the Data Collector
driver and is included in the Data Collector kit. This is the same driver
that is on the Data Collector node.

The driver on the Data Server transmits the request across the network to
the driver on the Data Collector node.

The driver on the Data Collector transmits the requested information as data
over the network to the driver on the Data Server node.

The driver on the Data Server node passes the data to the Data Server.

The Data Server passes the data to the IP socket connection.

090 © o

The IP socket on the Data Server node transmits the data to the IP socket on
the Data Analyzer node.

@ The IP socket on the Data Analyzer node passes the data to the Data
Analyzer, which displays the data.

In step 10, the Data Analyzer also checks the data for any events that need to
be posted. The following section explains how data analysis and event detection
work.

Note

More than one Windows or OpenVMS Data Analyzer node can connect to
a Data Server node.

1.3 How Does the Availability Manager Maintain Security?

The Availability Manager uses passwords to maintain security. Passwords are
eight alphanumeric characters long. The Data Analyzer stores passwords in its
customization file. On OpenVMS Data Collector nodes, passwords are part of a
three-part security code called a security triplet.

The following sections explain these security methods further.

1.3.1 Data Analyzer Password Security

1-8 Overview

For monitoring to take place, the password on a Data Analyzer node must match
the password section of the security triplet on each OpenVMS Data Collector
node. OpenVMS Data Collectors also impose other security measures, which are
explained in Section 1.3.2. This password match is used whether or not a Data
Server is involved in the connection between the Data Analyzer and the Data
Collector.

Figure 1-6 illustrates how you can use passwords to limit access to node
information.
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Figure 1-6 Availability Manager Password Matching
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=

CUOI [ [5: —— AR [RRE _ e £ ——
Data Collector Node  Data Collector Node Data Collector Node Data Collector Node
Password: Password: Password: Password:
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As shown in Figure 1-6, the Testing Department’s Data Analyzer, whose
password is HOMERUNS, can access only OpenVMS Data Collector nodes with
the HOMERUNS password as part of their security triplets. The same is true of
the Accounting Department’s Data Analyzer, whose password is BATTERUP; it
can access only OpenVMS Data Collector nodes with the BATTERUP password
as part of their security triplets.

The Availability Manager sets a default password when you install the Data
Analyzer. To change that password, you must use the OpenVMS Security
Customization page (see Figure 7-21), which is explained in Chapter 7.

1.3.2 OpenVMS Data Collector Security
OpenVMS Data Collector nodes have the following security features:

Availability Manager data-transfer security

Each OpenVMS node running as a Data Collector has a file containing a list
of security triplets. For Data Analyzer and Data Collector nodes to exchange
data, the passwords on these nodes must match.

In addition, the triplet specifies the type of access a Data Analyzer has. By
specifying the hardware address of the Data Analyzer, the triplet can also
restrict which Data Analyzer nodes are able to access the Data Collector.

Section 1.3.3 explains security triplets and how to edit them.
Availability Manager security log

An OpenVMS Data Collector logs all access denials and executed

write instructions to the operator communications manager (OPCOM).
Messages are displayed on all terminals that have OPCOM enabled (with
the REPLY/ENABLE command). OPCOM also puts messages in the
SYS$MANAGER:OPERATOR.LOG file.

Each security log entry contains the network address of the initiator. If
access is denied, the log entry also indicates whether a read or write was
attempted. If a write operation was performed, the log entry indicates the
process identifier (PID) of the affected process.
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e OpenVMS file protection and process privileges

When the Availability Manager is installed, it creates a directory
(SYS$COMMON:[AMDS$AM]) and sets directory and file protections on

it so that only the SYSTEM account can read the files in that directory. For
additional security on these system-level directories and files, you can create
access control lists (ACLs) to restrict and set alarms on write access to the
security files.

For more information about creating ACLs, see the HP OpenVMS Guide to
System Security.

1.3.3 Changing Security Triplets on OpenVMS Data Collector Nodes

To change security triplets on an OpenVMS Data Collector node, you must edit
the AMDS$DRIVER_ACCESS.DAT file, which is installed on all Data Collector
nodes. The following sections explain what a security triplet is, how the Data
Collector uses it, and how to change it.

1.3.3.1 Understanding OpenVMS Security Triplets

A security triplet determines which nodes can access system data from an
OpenVMS Data Collector node. The AMDS$DRIVER_ACCESS.DAT file on
OpenVMS Data Collector nodes lists security triplets.

On OpenVMS Data Collector nodes, the AMDS$AM_CONTFIG logical translates to
the location of the default security file, AMDS$DRIVER_ACCESS.DAT. This file
is installed on all OpenVMS Data Collector nodes.

A security triplet is a three-part record whose fields are separated by backslashes
(\ ). A triplet consists of the following fields:

e A network address (hardware address or wildcard character)

® An 8-character alphanumeric password

The password is not case sensitive (so the passwords “testtest” and
“TESTTEST” are considered to be the same).

e A read, write, or control (R, W, or C) access verification code

The exclamation point (!) is a comment delimiter; any characters to the right of
the comment delimiter are ignored.

Example

All Data Collector nodes in group FINANCE have the following AMDS$DRIVER_
ACCESS.DAT file:

*\FINGROUP\R ! Let anyone with FINGROUP password read
|
2.1\DEVGROUP\W ! Let only DECnet node 2.1 with
! DEVGROUP password perform fixes (writes)

1.3.3.2 How to Change a Security Triplet
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Note

The configuration files for DECamds and the Availability Manager are
separate; only one set is used, depending on which startup command
procedure you use to start the driver.

For more information about the configuration file setup for both
DECamds and the Availability Manager, see the HP Availability Manager
Installation Instructions.
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On each Data Collector node on which you want to change security, you must
edit the AMDS$DRIVER_ACCESS.DAT file. The data in the AMDS$DRIVER_
ACCESS.DAT file is set up as follows:

Network address\password\access

Use a backslash character (\) to separate the three fields.
To edit the AMDS$DRIVER_ACCESS.DAT file, follow these steps:
1. Edit the network address.

The network address can be either of the following:

Hardware address

The hardware address field is the physical hardware address in the LAN
device chip. It is used if you have multiple LAN devices or are running
the HP DECnet-Plus for OpenVMS networking software on the system
(not the HP DECnet Phase IV for OpenVMS networking software).

For devices provided by HP, the hardware address is in the form 08-
00-2B-xx-xx-xx, where the 08-00-2B portion is HP’s valid range of LAN
addresses as defined by the IEEE 802 standards, and the xx-xx-xx portion
is chip specific.

To determine the value of the hardware address on a node, use the
OpenVMS System Dump Analyzer (SDA) as follows:

$ ANALYZE/SYSTEM
SDA> SHOW LAN

These commands display a list of available devices. Choose the template
device of the LAN device you will be using, and then enter the following
command:

SDA> SHOW LAN/DEVICE=xxA(
Wildcard address

The wildcard character (*) allows any incoming triplet with a matching
password field to access the Data Collector node. Use the wildcard
character to allow read access and to run the console application from any
node in your network.

Caution: Use of the wildcard character for write-access or control-
access security triplets enables any person using that node to perform
system-altering fixes.

2. Edit the password field.

The password field must be an 8-byte alphanumeric field. The Availability
Manager forces upper-case on the password, so "aaaaaaaa" and "AAAAAAAA"
are essentially the same password to the Data Collector.

The password field gives you a second level of protection when you want to
use the wildcard address denotation to allow multiple modes of access to your
monitored system.

3. Enter R, W, or C as an access code:

R means READONLY access to the Data Analyzer.

W means READ/WRITE access to the Data Analyzer. (WRITE implies
READ.)
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e (C means CONTROL access to the Data Analyzer. CONTROL allows you
to manipulate objects from which data are derived. (CONTROL implies
both WRITE and READ.)

The following security triplets are all valid; an explanation follows the
exclamation point (!).

*\1decamds\r
*\1decamds\w
2.1\1decamds\r
2.1\ 1decamds\w
write
08-00-2b-03-23-cd\ldecamds\w ! Allows a particular hardware address to
write

08-00-2b-03-23-cd\1ldecamds\r ! Allows a particular hardware address to read
node

Anyone with password "ldecamds" can monitor
Anyone with password "ldecamds" can monitor or write
Only node 2.1 with password "ldecamds" can monitor

|
|
!
! Only node 2.1 with password "ldecamds" can monitor and

OpenVMS Data Collector nodes accept more than one password. Therefore, you
might have several security triplets in an AMDS$DRIVER_ACCESS.DAT file for
one Data Collector node. For example:

*\ 1DECAMDS\R
*\KOINECLS\R
*\KOINEFIX\W
*\AVAILMAN\C

In this example, Data Analyzer nodes with the passwords 1DECAMDS and
KOINECLS are able to see the Data Collector data, but only the Data Analyzer
node with the KOINEFIX password is able to write or change information,
including performing fixes, on the Data Collector node. The Data Analyzer node
with the AVAILMAN password is able to perform switched LAN fixes and other
control functions.

You can choose to set up your AMDS$DRIVER_ACCESS.DAT file to allow anyone
on the local LAN to read from your system, but to allow only certain nodes to
write or change process or device characteristics on your system. For example:

*\ 1DECAMDS\R

08-00-2B-03-23-CD\2NODEFIX\C

In this example, any Data Analyzer node using the 1IDECAMDS password can
read data from your system. However, only the Data Analyzer node with the
hardware address 08-00-2B-03-23-CD and the password 2NODEFIX can perform
fixes and other control functions.

Note

After editing the AMDS$DRIVER_ACCESS.DAT file, you must stop and
then restart the Data Collector. This action loads the new data into the
driver.

1.3.4 Processing Security Triplets
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The Availability Manager performs these steps when using security triplets to
ensure security among Data Analyzer and Data Collector nodes:

1. A multicast “Hello” message is broadcast at regular intervals to all nodes
within the LAN indicating the availability of a Data Collector node to
communicate with a Data Analyzer node.
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2. 'The node running the Data Analyzer receives the message, returns a
password to the Data Collector, and requests system data from the Data
Collector.

3. The password and network address of the Data Analyzer are used to search
the security triplets in the AMDS$DRIVER_ACCESS.DAT file.

e If the Data Analyzer password and network address match one of the
security triplets on the Data Collector, then the Data Collector and the
Data Analyzer can exchange information.

e If the Data Analyzer password and network address do not match any
of the security triplets, then access is denied and a message is logged
to OPCOM. (See Table 1-2 for more information on logging this type of
message.) In addition, the Data Analyzer receives a message stating that
access to that node is not permitted.

Table 1-1 describes how the Data Collector node interprets a security triplet
match.

Table 1-1 Security Triplet Verification

Security Triplet Interpretation

08-00-2B-12-34-56\ HOMETOWN\ W The Data Analyzer has write access to the node
only when the Data Analyzer is run from a node
with this hardware address (multiadapter or
DECnet-Plus system) and with the password
HOMETOWN.

2.1\HOMETOWN\R The Data Analyzer has read access to the
node when run from a node with DECnet
for OpenVMS Phase IV address 2.1 and the
password HOMETOWN.

*\HOMETOWN\R Any Data Analyzer with the password
HOMETOWN has read access to the node.

Sending Messages to OPCOM

The logical names shown in Table 1-2 control the sending of messages to OPCOM
and are defined in the AMDS$LOGICALS.COM file on the Data Collector node.

Table 1-2 DECamds Logical Names for OPCOM Messages

AMDS$RM_OPCOM_READ A value of TRUE logs read failures to OPCOM.
AMDS$RM_OPCOM_WRITE A value of TRUE logs write failures to OPCOM.

To put these changes into effect, restart the Data Collector with the following
command:

$ @SYSSSTARTUP:AMDSSSTARTUP RESTART

Overview 1-13



Overview
1.4 How Does the Availability Manager Data Analyzer Identify Performance Problems?

1.4 How Does the Availability Manager Data Analyzer Identify
Performance Problems?

When the Data Analyzer detects problems on your system, it uses a combination
of methods to bring these problems to the attention of the system manager.

It examines both the types of data collected and how often it is collected and
analyzed to determine problem areas to be signaled. Performance problems

are also posted in the Event pane, which is in the lower portion of the System
Overview window (Figure 1-1).

The following topics are related to the method of detecting problems and posting
events:

¢ C(Collecting and analyzing data

¢ Posting events

1.4.1 Collecting and Analyzing Data

This section explains how the Data Analyzer collects and analyzes data. It also
defines related terms.

1.4.1.1 Events and Data Collection
The data that the Data Analyzer collects is grouped into data collections.
These collections are composed of related data—for example, CPU data, memory
data, and so on. Usually, the data items on the tabs (like the ones displayed in
Figure 1-7) consist of one data collection.

Figure 1-7 Sample Node Summary
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An event is a problem or potential problem associated with resource availability.
Events are associated with various data collections. For example, the CPU
Process data collection shown in Figure 1-8 is associated with the PRCCUR,
PRCMWT, and PRCPWT events. (Appendix B describes events, and Appendix C
describes the events that each type of data collection can signal.) For these events
to be signalled, you must enable the CPU Process data collection, as described in
Section 1.4.1.2.

Users can also customize criteria for events, which is described in Section 1.4.2.

1.4.1.2 Types of Data Collection

You can use the Data Analyzer to collect data either as a background activity or
as a foreground activity.

Note that for either type of data collection, if you collect data for a specific node,
only that node is affected. If you collect data for a group, all the nodes in that
group are affected.

e Background data collection

When you enable background collection of a specific type of data collection
on a specific node, the Data Analyzer collects that data whether or not any
windows are currently displaying data for that node.

To enable background data collection, select the check box for a specific type
of data collection on the Data Collection Customization page (Figure 1-8).
Note that if the Customize window applies to all OpenVMS nodes, the data
collection properties that you set are for all nodes. If the window applies to a
specific node, the properties you set apply only to that node.

Chapter 7 contains additional instructions for customizing data collection
properties.
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Figure 1-8 Data Collection Customization
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¢ Foreground data collection

Foreground data collection occurs automatically when you open any data page
for a specific node. To open a node data page, double-click a node name in the
Node pane of the System Overview window (Figure 1-1). The Node Summary
page is the first page displayed (by default); Figure 1-7 is an example. At the
top of the page are tabs that you can select to display other data pages for
that node.

Foreground data collection for all data types begins automatically when any
node data page is displayed. Data collection ends when all node data pages
have been closed.

Chapter 3 contains instructions for selecting nodes and displaying node data.

1.4.1.3 Data Collection Intervals

Data collection intervals, which are displayed on the Data Collection
customization page (Figure 1-8), specify the frequency of data collection.
Table 1-3 describes these intervals.
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Table 1-3 Data Collection Intervals

Interval (in
seconds)

Type of Data
Collection Description

NoEvent

Event

Display

Background How often data is collected if no events have been posted for that type
of data.

The Data Analyzer starts background data collection at the NoEvent
interval (for example, every 75 seconds). If no events have been posted
for that type of data, the Data Analyzer starts a new collection cycle
every 75 seconds.

Background How often data is collected if any events have been posted for that type
of data.

The Data Analyzer continues background data collection at the Event
interval until all events for that type of data have been removed from
the Event pane. Data collection then resumes at the NoEvent interval.

Foreground How often data is collected when the page for a specific node is open.

The Data Analyzer starts foreground data collection at the Display
interval and continues this rate of collection until the display is closed.
Data collection then resumes as a background activity.

1.4.2 Posting Events

The Data Analyzer evaluates each data collection for events. The Data Analyzer
posts events when data values in a data collection meet or exceed user-
defined thresholds and occurrences. Values for thresholds and occurrences are
displayed on Event Customization pages similar to the one shown in Figure 1-9.
Thresholds and occurrences are described in the next section.

Figure 1-9 Sample Event Customization

Customization - Open¥MS Default Settings

| DSKERR, high disk device error count w || Use defaultvalues |

Event Customizations

Severity J<]n] D Qcourrence 2 j
Threshold 15 [Z] Errors

Escalation actions: [ User [v¥] OPCOM [C] HP Openview

UserActi0n| |Wind0ws“ procedure

Event explanation and investigation hints
The errar count for the disk device exceeds the threshold.
Check errar log entries for device errars. A disk device with a high

errar count could indicate a problem with the disk or with the
connection between the disk and the system.

& Global OpenVMS | ok | cancel | mppy | ven |
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1.4.2.1 Thresholds and Occurrences

Thresholds and occurrences are criteria that the Data Analyzer uses for posting
events.

A threshold is a value against which data in a data collection is compared. An
occurrence is a value that represents the number of consecutive data collections
that meet or exceed the threshold.

Both thresholds and occurrences are customizable values that you can adjust
according to the needs of your system. For details about how to change the values
for thresholds and occurrences, see Chapter 7.

Relationship Between Thresholds and Occurrences

For a particular event, when the data collected meet or exceed the threshold,
the data collection enters a threshold-exceeded state. When the number of
consecutive data collections to enter this state meets or exceeds the value in the
Occurrence box (see Figure 1-9), the Data Analyzer displays (posts) the event in
the Event pane.

A closer look at Figure 1-9 shows the relationship between thresholds and
occurrences. For the DSKERR, high disk device error count event, a threshold
of 15 errors has been set. A value of 2 in the Occurrence box indicates that the
number of errors during 2 consecutive data collections must meet or exceed the
threshold of 15 for the DSKERR event to be posted.
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Getting Started

Note

Before you start this chapter, be sure to read the explanation of data
collections, events, thresholds, and occurrences, as well as background
and foreground data collection in Chapter 1.

This chapter provides the following information:

How to configure and start the Availability Manager Data Collector
How to start the Availability Manager Data Analyzer

How to configure secure communications between the Data Analyzer and
Data Server

How to start the Availability Manager Data Server
How to use the main System Overview window
How to display basic node data

How to get help when you need it

How to print a Data Analyzer page

For information about installing the HP Availability Manager on OpenVMS or
Windows systems, see the HP Availability Manager Installation Instructions. You
can access these instructions from the documentation link at the Availability
Manager web page at the following URL:

http://www.hp.com/products/openvms/availabilitymanager

The installation instructions also include an explanation of how to install and use
both DECamds and the Availability Manager on the same system.

2.1 Configure and Start the Data Collector

Configuration tasks include defining logical names and protecting passwords.
After you complete these tasks, you can start the Data Collector. The following
sections describe all of these operations.

2.1.1 Defining Logical Names

OpenVMS kits for DECamds Version 7.3-2B and Availability Manager
Version 3.1 provide a template file that system managers can modify

to define the logical names used by the Data Collector. You can

copy the file SYS$MANAGER:AMDS$SYSTARTUP.TEMPLATE to
SYS$MANAGER:AMDS$SYSTARTUP.COM and edit it to change the default
logicals that are used to start the Data Collector and to find its configuration
files.
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The most common logicals, especially in a mixed-environment cluster
configuration, are the ones shown in Table 2-1:

Table 2-1 Common Availability Manager Data Collector Logical Names

Logical Description

AMDS$GROUP_NAME Specifies the group that this node will be associated with
when it is monitored.

AMDS$DEVICE For nodes with more than one network adapter, allows
you to specify which adapter the Data Collector should
use.

AMDS$RM_DEFAULT_ The number of seconds between multicast “Hello”

INTERVAL messages from the Data Collector to the Data Analyzer
node when the Data Collector is inactive or minimally
active.

The minimum value is 5. The maximum value is 300.

AMDS$RM_SECONDARY_ The number of seconds between multicast “Hello”
INTERVAL messages from the Data Collector to the Data Analyzer
node when the Data Collector is active.

The minimum value is 5. The maximum value is 1800.

Note

Multicast “Hello” messages are notifications from nodes running the
Data Collector to the Data Analyzer. This is the way the Data Analyzer
discovers Data Collectors on the network.

The Data Collector on a node transmits multicast “Hello” messages for any Data
Analyzer or Data Server on the extended LAN to receive. The rate at which these
messages are transmitted is regulated by the settings of the following logicals:

AMDS$RM_DEFAULT_INTERVAL
AMDS$RM_SECONDARY_INTERVAL

These logicals are contained in the file SYSSMANAGER:AMDS$LOGICALS.COM.
The shorter the time interval, the faster the node is discovered and configured.

2.1.2 Protecting Passwords

To change passwords to allow a Data Analyzer to monitor a node, edit the
following file:

SYSSMANAGER : AMDSSDRIVER_ACCESS.DAT

The passwords section of the file is close to the end of the file, after the Password
documentation section. The passwords in this file correspond to the passwords
in the Security page shown in Section 7.9.1. Note that you can specify a list of
passwords in this file. See the comments in the file for details.

2-2 Getting Started



Getting Started
2.1 Configure and Start the Data Collector

2.1.3 Starting the Data Collector

Beginning with OpenVMS Version 7.2, the files needed to run the Data Collector
on OpenVMS nodes are shipped with the OpenVMS operating system. However,
if you want the latest Data Collector software, you must install it from the
Availability Manager Data Collector kit. Once the Data Collector is running on
a node, you can monitor that node using DECamds or the Availability Manager
Data Analyzer.

For the Data Collector to access requests to collect data and to support the Data
Analyzer, start the Data Collector by entering the following command:

$ @SYSSSTARTUP:AMDSSSTARTUP START

To start the Data Collector when the system boots, add the following command to
the SYSSMANAGER:SYSTARTUP_VMS.COM file:

$ @SYSSSTARTUP:AMDSSSTARTUP START

If you make changes to either the AMDS$DRIVER_ACCESS.DAT or
AMDS$LOGICALS.COM, restart the driver to load the changes. Enter the
following command:

$ @SYSSSTARTUP:AMDSSSTARTUP RESTART

Note

You can start the Data Collector on all the nodes in a cluster by using the
following SYSMAN command:

$ RUN SYSSSYSTEM:SYSMAN

SYSMAN> SET ENVIRONMENT/CLUSTER

SYSMAN> DO @SYSSSTARTUP:AMDSSSTARTUP START
SYSMAN> EXIT

$

This method works for any AMDS$STARTUP option.

2.2 How to start the Data Analyzer

This section describes what you need to do after the Availability Manager Data
Analyzer is installed. Starting the Data Analyzer is somewhat different on
OpenVMS than on Windows systems. However, on both systems, starting the
Data Analyzer automatically starts the Java™ graphical user interface (GUI),
which allows you to view information that is collected from Data Collectors
running on OpenVMS nodes.

The following sections describe the sequence of steps required to start the Data
Analyzer on an OpenVMS node and on a Windows node.

2.2.1 Starting the Data Analyzer on an OpenVMS Node
To start a Data Analyzer on an OpenVMS node, make sure that:

e The Data Analyzer is installed on the node from which you want to monitor
other nodes.

e The Data Collector is started (see Section 2.1.3).
Starting the Data Collector accomplishes the following important tasks:
e Defines the various AMDS$* logicals needed by the Data Analyzer.
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e Allows the Data Analyzer to communicate with the Data Collector on the
network.

To start the Data Analyzer, enter the following command:
$ AVAIL/ANALYZER
The Data Analyzer displays the Network Connection dialog box, which is shown
in Figure 2-20.
Note

For a list of qualifiers you can use with the AVAIL/ANALYZER command,
see the HP Availability Manager Installation Instructions, or enter HELP
AVAIL at the DCL dollar prompt and then enter the qualifier.

2.2.2 Starting the Data Analyzer on a Windows Node

To start the Data Analyzer on a Windows node, first make sure that the
Availability Manager Windows kit is installed on the node.

To start the Data Analyzer, follow these steps:
1. Click
Start —> Programs.
2. Select Availability Manager.
3. Select Data Analyzer Startup.

The Data Analyzer displays the Network Connection Dialog box, which is shown
in Figure 2—-20.

2.3 Do You Need to Set Up a Data Server?

At this point, you must determine whether you need to use a Data Server to
communicate with the Data Collectors. For an overview of what a Data Server is
and how it works, see Section 1.2.2.

If the analyzer system is on the same LAN as the Data Collectors, you can use a
network adapter on the analyzer system to connect with the Data Collectors. If
this is the case, you do not need to set up the Data Server. To continue starting
the Data Analyzer without a Data Server, go to Section 2.6.

If the Data Analyzer is on a different LAN than the Data Collectors, you must
set up the Data Server on a server system that is on the same LAN as the Data
Collectors. To set up secure communication between the Data Analyzer and Data
Server, see Section 2.4.

Note

The Data Collector on an OpenVMS system only allows one Data Analyzer
or Data Server to use it for communicating with other Data Collectors
(see section Data Collector Notes under section Section 1.2.1). If you want
to run both the Data Server and Data Analyzer on the same OpenVMS
system, HP recommends that you run the Data Server to communicate
with the other Data Collectors, and then let the Data Analyzer connect

to the Data Server. This setup is similar to the one shown in Figure 1-4
and section Requesting and Receiving Information over a WAN under
section Section 1.2.2. In this case, the Data Analyzer and Data Server
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are running on the same node (Data Server node), and use an internal TP
connection for communications.

2.4 Setting Up Secure Server Communications Between the Data
Analyzer and Data Server

Note

The following terminology is used in the next sections:
e Data Server refers to the Availability Manager Data Server software.

e Server system refers to the hardware that runs the Data Server
software.

¢ Analyzer system refers to the hardware that runs the Data Analyzer
software.

e Combined kit refers to the kit that includes both the Data Analyzer
and the Data Server kit.

Note the following:

e The server system and analyzer system can be either an OpenVMS
system or a Windows system.

e Any analyzer system can connect to any server system. The operating
system and hardware platform make no difference to the operation of
the Availability Manager.

To collect data over a WAN, the Data Analyzer communicates with a Data Server.
The Data Server is a Java-based program that runs on OpenVMS or Windows.
Except for differences in starting the Data Server on OpenVMS and Windows, the
following section applies to both operating systems.

The Availability Manager uses an encrypted connection for secure communication
between the Data Analyzer and the Data Server. The following sections describe

how to set up the Data Analyzer and Data Server to use a secure communication
link.

2.4.1 Introduction to Secure Communications

The Availability Manager uses Transport Layer Security (TLS) Version 1 for
secure communication between the Data Analyzer and the Data Server. TLS is
an extension of Secure Sockets Layer (SSL) Version 3.0, which is the most widely
used protocol for security on the web.

TLS uses public key cryptography (also called asymmetric cryptography) to
guarantee secure communication over a network. This type of cryptography uses
an encryption algorithm that produces a pair of keys:

e A public key provides authentication, and is made public to any interested
party as a trusted certificate.

e A private key that works with trusted certificates to provide privacy and data
integrity
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What one key encrypts, only the other key can decrypt. Together, these two keys
are known as an asymmetric key pair.

Key Pairs, Key Stores, and Trust Stores

Before you can use the Data Server, you must create an asymmetric key pair.
This key pair is associated with the Data Server, and is used by the Data Server
and Data Analyzer to establish an encrypted communication link between them.

The Data Server stores the public and private key associated with it in a key
store . The Data Server key store is the file AM$KeyStore.jks and resides

on the server system. On OpenVMS systems, this file is in the AMDS$AM_
CONFIG: directory. On Windows systems, the key store is in the installation
folder. Currently, HP supports configurations in which the Data Server has only
one key pair in a key store.

The Data Server public key is also stored by the Data Analyzer in a trust
store on the analyzer system. The Data Analyzer trust store is the file
AMS$TrustStore.jks. On OpenVMS systems, this file is in the AMDS$AM _
CONFIG: directory. On Windows systems, the trust store is in the installation
folder. A trust store for a particular Data Analyzer holds the public key for each
Data Server with which it communicates.

You create and store the key pair after installing either the combined kit (for
OpenVMS) or the Availability Manager kit (for Windows). The next sections
describe how to perform the following tasks:

¢ Creating the key pair from either the server or analyzer system
e Store the key pair in a key store on a server system

e Store the public key in a trust store on an analyzer system

2.4.2 Methods of Setting Up Secure Communications

The key store and trust store are created and maintained by dialog boxes in the
Data Analyzer. The Data Analyzer is used for key management because it is the
part of the Availability Manager that uses a GUI interface. By using the GUI
interface, keys are managed the same way on OpenVMS and Windows platforms.
This also keeps the Data Server from having the overhead of the dialog boxes
used for creating and maintaining key and trust stores.

There are two basic methods of setting up secure communications. Both methods
create a key store for the Data Server and a trust store for the Data Analyzer.
The difference is that one creates the key store using the server system, and the
other creates the key store from the analyzer system. Using one method or the
other is sufficient to set up secure communications between the Data Analyzer
and Data Server.

2.4.2.1 Setup Using the Server System

Creating the key store from the server system is the simplest method. You create
the key store and export the public key using the Data Analyzer on the server
system, copy the public key to the analyzer system, and import the public key
with the Data Analyzer on the analyzer system. For a description of this method,
see Section 2.4.3.

Using this method assumes that you can use the Data Analyzer’s GUI interface
on the server system. You can start the Data Analyzer on the server system and
display the GUI on the following:

e the server graphics console
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e another OpenVMS system that does have a graphics console
e a Windows system that has software to accept and display an X Windows GUI

If this is not possible, use the alternate method to create and maintain key stores
in Section 2.4.2.2.

2.4.2.2 Setup Using the Analyzer System

With this method, you create the key store and export the public key using the
Data Analyzer on the analyzer system, and copy the key store to the server
system. This method is described in Section 2.4.4.

2.4.3 Steps for Setting Up Secure Communications from the Server System

The following section describes how to set up the Data Server from the server
system. It also describes the key setup for the Data Analyzer that runs on the
server system. The procedure involves the following tasks:

e Creating the key pair for the Data Server, including the option of generating
and storing the trust store for the Data Analyzer on the server system,

e Storing the key pair in the Data Server’s key store on the server system
e Storing the public key for another Data Analyzer to use

When you complete these steps, the Data Server can accept connections from any
Data Analyzer on the server system or on other systems.

2.4.3.1 Creating the Key Pair for the Data Server

1. Start the Data Analyzer on the server system according to the instructions
in Section 2.2. When the Data Analyzer starts, it displays the Network
Connection dialog box as shown in Figure 2—1.

Figure 2-1 Network Connection Dialog Box

Network Connection &)

Server Analyzer Hey Stores Help

HP Availability Manager

Please select network adapters and/or Data Server to use for this session

[ = DEVICEY{9B 19B88E-9E99-19DF-97EG-90291BOAEB2F}
VYMware Accelerated AMD PCNet Adapter - Teefer2 Miniport

O 'DEVICEWAEG77B32-B87D-4011-ADA0-6B2E05E4ADODE}
WiMware Accelerated AMD PCNet Adapter #2 - Teefer2 Miniport

[] [ server: localhost | Port: (3514 =+

| oK || Exit || Trust Store.. |

2. From the Server menu, select Key Store... to open the default key store for
this system.
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The Availability Manager displays the Key Store Management dialog box as
shown in Figure 2-2.

Figure 2-2 Key Store Management Dialog Box

Key Store Management E|
Key Store  Keys Help

Default Key Store
Alias | EntyType | 3500 Distinguished Name

< I | [»

Delete || Export... || Hew Key... |

Status

Default Key Store loaded.
There are no entries in the Key Store.

| 0K | | Cancel |

3. In the Key Store Management dialog box, click New Key... to display the
Generate New Key Pair dialog box as shown in Figure 2-3.

Figure 2-3 Generate New Key Pair Dialog Box

Key algorithm:

H.A00 Distinguished Mame fields

Server Name (CH): My Serwver

Organizational Unit (OU): My IT Group

Organization (0): My Company
City, or Locality (L): My City
State, or Province (ST): My State

Country code (2 letter) (C): My Country Code

Validity: 90| days.
Import the new Key into the Default Trust Store.
Alias: |my SELVEL]| | Add | | Cancel |

To create a new key pair, fill in the fields in this dialog box.

The information you enter in the Generate New Key Pair dialog box includes
fields that pertains to an X.500 Distinguished Name. HP recommends that
you enter the name of the server system in the Server Name field (CN) and
in Alias field. ("Alias" is simply a name that is used to track items in the key
store and is not part of the generated key.)
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Currently, the Availability Manager does not verify whether or not a key has
expired. Therefore, the Validity field is not used. However, for the field to
work in future versions, HP recommends that you enter a large value if you
are creating a key that must be valid for a long time.

To run the Data Analyzer on the server system and have it connect to the
Data Server on the server system, check the Default Trust Store check box.
This creates a trust store for the Data Analyzer that contains the public key
for accessing the Data Server on the server system.

When you finish entering information to create a new key pair for the Data
Server, click Add (it might take a few seconds to create the key). If you
checked the Default Trust Store check box, the default trust store for this key
pair is created for the Data Analyzer running on the server system.

The Key Store Management dialog box shown in Figure 2-4 now displays one
key pair, reflecting the information you entered in the Generate New Key Pair
dialog box.

Figure 2-4 Key Store Management Dialog Box Showing Key Pair

Key Store Management E]

Key Store  Keys Help
Default Key Store
Alias | EntryType | *.500 Distinguished Mame
my_server  Private kKey CH=hty_Server,OU=My_|T_Group, O=hy_Company,L=hiy_City, ST=hy |
4] i | [»
Delete || Export... || Hew Key... |
Status
rry_sernver added.

| OK | | Cancel |

If the only system you want to run the Data Analyzer is the server system,
then do the following:

1. Click on OK in the Key Store Management dialog box to save the key
store on the server system.

2. Follow the instructions in Section 2.6 to start and configure the Data
Analyzer.

To run the Data Analyzer on other systems, see Section 2.4.3.2.

2.4.3.2 Export the Public Key for Other Data Analyzers
To run the Data Analyzer on other systems, and to connect to the Data Server
on this system, you must export the public key for the Data Server as a trusted
certificate. To do this, click the key pair name in the Key Store Management
dialog box. This action enables the Export... button. Click Export... to export the
public key in a trusted certificate. The Availability Manager displays the Export
Certificate dialog box as shown in Figure 2-5.
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Figure 2-5 Export Certificate Dialog Box

Look In: |ﬁ HP Availability Manager V3.0 |v| g |E

ire

File Name: |my_serve r.cer{ |

Files of Type: |Key Certificates *.cer | b |
| Export | | Cancel |

Store the trusted certificate in the folder and file name of your choice. Any file
name with a CER extension works, although naming the file the same as the
server alias can make it easier to identify. Click Export to complete this process.

Important

Remember the location of this certificate. This certificate is used in
Section 2.4.5.

2.4.3.3 Save the Key Store

To save the key store on the server system, click OK in the Key Store
Management dialog box. Then see Section 2.4.5 to import the trusted certificate
into the Data Analyzer trust store.

2.4.4 Steps for Setting Up Secure Communications from the Analyzer System

The process for setting up the Data Server from an analyzer system involves the
following tasks:

¢ (Creating the key store for the Data Server on the server system.

e Exporting the public key as a trusted certificate for other analyzer systems.

e Saving the key store.
e Copying the key store to the server system.
e Delete the key and trust store from the analyzer system.

e Exporting the public key to the server system from an existing server system
using an analyzer system.
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2.4.4.1 Creating the Key Store for the Data Server
Start the Data Analyzer on the analyzer system. When the Data Analyzer starts,
it displays the Network Connection dialog box as shown in Figure 2-6.

Figure 2-6 Network Connection Dialog Box

Network Connection &)

Server Analyzer HKey Stores Help

HP Availability Manager

Please select network adapters and/or Data Server to use for this session

O DEVICEY{9B 19B88E-9E99-19DF-97EG-00291BOAEB2F}
VYMware Accelerated AMD PCNet Adapter - Teefer2 Miniport

] == 'DEVICE'{4E677B32-B87D-4011-AD40-6B2ED5E4DODBY
WiMware Accelerated AMD PCNet Adapter #2 - Teefer2 Miniport

[] [ Server: [localhost | Port: (2513 =+

| oK || Exit || Trust Store.. |

From the Key Stores menu, click New Trust or Key Store.... The Availability
Manager displays the Key Store Management dialog box, shown in Figure 2-7.

Figure 2-7 Key Store Management Dialog Box

Key Store Management @

Key Store  Keys Help
Mew Key ar Trust Stare
Mias | EntyType | Y600 Distinguished Narne
[ i | [»
Delete | | Import... | | Export... | | Hew Key... |
Status
The Key Store does not exist. ltwill be created the first time the Key Store is saved.

| 0K | | Cancel |

In the Key Store Management dialog box, click New Key... to display the Generate
New Key Pair dialog box as shown in Figure 2-8. To create a new key pair, fill in
the fields in this dialog box. For a description of these fields, see Section 2.4.3.1.
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Figure 2-8 Generate New Key Pair Dialog Box

Key algorithm:

#.A00 Distinguished Mame fields

Server Name (CH): My Server Name
Organizational Unit (OU): My IT Group

Organization (0): My Company
City, or Locality (L): My City
State, or Province (ST): My State
Country code {2 letter) (C): My Country Code

Validity: 90| days.

Import the new Key into the Default Trust Store.

Alias: |rny SEEVEr NSmE | Add || Cancel |

When you finish entering information in the Generate New Key Pair dialog box,
click Add (it might take a few seconds to create the key). If you checked the
Default Trust Store check box, the default Trust Store for this key pair is created
for the Data Analyzer running on the this analyzer system.

The Key Store Management dialog box (Figure 2-9) now displays the new key
pair, reflecting the information you entered.

Figure 2-9 Key Store Management Dialog Box with One Entry

Key Store Management E]

Key Store  Keys Help
Mew key or Trust Store
Alias [ EntyType | 3600 Distinguished Marme
my_server_narme Private Key Chl=My_Serer_Marme, OU=hy_IT_Group, O=My_Cormpary,L=hy_
[ i [ [»
Delete | | Import... | | Export... | | Hew Key... |
Status
my_server_name added.

| OK | | Cancel |

This step finishes the setup needed for this analyzer system. If this is the only
Data Analyzer that needs to connect to this Data Server, go to Section 2.4.4.4.
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2.4.4.2 Exporting the Public Key for Analyzer Systems

For other Data Analyzers that need to connect to the Data Server, export the
public key as described in this section.

In the Key Store Management dialog box, select the Data Server key pair by
clicking the key entry. This enables the Export... button in the dialog box. Click
Export... to extract the Data Server’s public key and store it in a file as a trusted
certificate.

The Export Certificate dialog box is displayed as shown in Figure 2-10.

Figure 2-10 Export Certificate Dialog Box

Export Certificate 3]

Look In: |d HP Availability Manager ¥3.0 |v| e |E

jre

File Name:  |my_server_name.ced |

Files of Type: |Key Certificates *.cer | - |
| Export | | Cancel |

Store the trusted certificate in the folder and file name of your choice. Any file
name with the CER extension works, although accepting the default can make
the file easier to identify. Click on the Export button to complete this process.

Important

Remember the location of this certificate. This certificate is used in
Section 2.4.5.

2.4.4.3 Saving the Key Store for the Server System
Now that you have created the key pair for the Data Server, you must save the
pair in a key store. In the Key Store Management dialog box, select the Key
Store menu, and then select Save. This displays the Save Key Store dialog box as
shown in Figure 2-11.
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Figure 2-11 Save Key Store Dialog Box

Look In: |ﬁ HP Availability Manager V3.0 |v| e |E

Cire
@) AM$TrustStorejks

File Name: || |

Files of Type: |Key, or Trust stores *Jjks | b4 |

| Save || Cancel |

Note

If you checked the Default Trust Store check box in Figure 2-8, the file
AM$TrustStore.jks appears.

Save the key store in the folder and file name of your choice. Any file name with
a JKS extension works, although naming the file the same as the server alias can
make the file easier to identify. Enter this file name in the File Name: field, and
click Save to save the key store. In the Key Store Management dialog box, click
Cancel to dismiss the dialog box.

2.4.4.4 Copying the Key Store to the Server System

The key store is now ready for the server system. Copy the file to the server
system. If you use FTP to transfer the file, be sure to use the binary transfer
mode.

Once the file is copied, move it to the location and file name that the Data Server
looks for when it starts. On OpenVMS, the location is AMDS$AM_CONFIG:
directory. On Windows, the location is the installation directory. Make sure that
the file is named AM$KeyStore.jks.

2.4.4.5 Delete the key and trust store from the analyzer system

Once you have created the key store and copied it to the server system, it is
recommended that you delete the key and trust store on the analyzer system.
This sets up the analyzer system to create a key store for another Data Server,
or to create the trust store by importing the trusted certificates from each Data
Server into the Data Analyzer.

This concludes the Data Server setup on the server system. If you want to
create a key store for another Data Server, go to Section 2.4.4. Otherwise, go to
Section 2.4.5, which describes how to import the Data Server’s public key into the
trust store of other Data Analyzers.

The next section describes how to obtain the public key from an existing Data
Server. This step allows the Data Analyzer to connect to the Data Server.
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2.4.4.6 Obtaining the Public Key from an Existing Data Server

This section describes how to obtain a Data Server’s public key from the analyzer
system.

2.4.4.6.1 Copy the Key Store from the Server System Copy the key store
from the server system to a place that is accessible to the analyzer system.

On OpenVMS, the key store is AMDS$AM_CONFIG:AM$KEYSTORE.JKS.

On Windows, it is AM$KeyStore jks in the Availability Manager installation
directory. If you use FTP, be sure to use the binary mode to transfer the key store
successfully.

2.4.4.6.2 Export the Key Store Public Key to a Trusted Certificate This step
extracts the Data Server public key from the key store by exporting it to a trusted
certificate.

Start the Data Analyzer on the analyzer system. When the Availability Manager
starts, it displays the Network Connection dialog box as shown in Figure 2—-12.

Figure 2-12 Network Connection Dialog Box

Network Connection E]

Server Analzer HKey Stores Help

HP Availability Manager

Please select network adapters andior Data Server to use for this session

'DEVICE'{9B19B88E-9E99-49DF-97E6-90291B0AEB2F}
VMware Accelerated AMD PCNet Adapter - Teefer2 Miniport

'DEVICE{4E677B32-B87D-4011-AD40-6B2E05E4DODE}

[] e

L] v WiMware Accelerated AMD PCNet Adapter #2 - Teefer2 Miniport
[ [ Server: localfost | Port:[3g18 | E
| oK | | Exit | | Trust Store... |

From the Key Stores menu, select Open Trust or Key Store... to open the Open
Key or Trust Store dialog box as shown in Figure 2—-13.
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Figure 2-13 Open Key or Trust Store Dialog Box

Open Key or Trust Store E]
Look In: ||j Key Stores |V| EZEZlEZ

AM$KeyStore.jks

File Name: | |

Files of Type: |Key, or Trust stores *jks | - |

| Open || Cancel |

In this dialog box, locate the key store file by selecting the name of the key
store file, and clicking Open. The opened key store is displayed in the Key Store
Management dialog box as shown in Figure 2-14.

Figure 2-14 Key Store Management Dialog Box

Key Store Management E]

Key Store  Keys Help
Default Key Store
Alias | EntyType | 3500 Distinguished Mame
my_server  Private kKey Ch=hty_Server, OU=My_|T_Group, O=hy_Company, L=hiy_City, ST=hly |
[ i | [»
Delete | | Import... | | Export... | | Hew Key... |
Status
Default Key Store loaded.
There is ane entry in the Key Stare.
| 0K | | Cancel |

Select the key pair entry in the dialog box. This enables the Export... button.
Click Export... to export the public key of the key pair into a trusted certificate.
The Availability Manager displays the Export Certificate dialog box as shown in
Figure 2-15.
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Figure 2-15 Export Certificate Dialog Box

Look In: ||jKeyStores |V| Eigilg

File Name: |my_serve r.cer |

Files of Type: |Key Certificates *.cer | - |

| Export || Cancel |

Store the trusted certificate in the folder and file name of your choice. Any file
with the CER extension works, although accepting the default can make the

file easier to identify. Click Export to complete this process. You now have the
trusted certificate.

Important

Remember the location of this certificate. This certificate is used in
Section 2.4.5.

2.4.5 Key Setup for a Data Analyzer to Connect to an Existing Data Server

This section describes how to set up a trust store for a Data Analyzer to connect
to an existing Data Server. The steps involve the following tasks:

¢ Obtaining the Data Server’s public key from its key store as a trusted
certificate.

e Copying the trusted certificate to the analyzer system.
¢ Importing the trusted certificate into the Data Analyzer’s trust store.

2.4.5.1 Obtaining the Data Server Public Key

First enter the Data Server’s public key into the trust store of the Data Analyzer.
This transfer involves exporting the key into a trusted certificate from the key
store, and importing the key into the Data Analyzer’s trust store.

The following sections describe how to export the the public key into a trusted

certificate. If you need to export the public key, determine which of the following
applies to you.

e Section 2.4.3.2, Export the Public Key for Other Data Analyzers
e Section 2.4.4.2, Exporting the Public Key for Analyzer Systems
e Section 2.4.4.6.2, Export the Key Store Public Key to a Trusted Certificate

Make sure you have the Data Server’s public key in a trusted certificate for the
next step.
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2.4.5.2 Copying the Trusted Certificate
Copy the trusted certificate from the server system to the analyzer system. Note
that the trusted certificate contains binary data, so you must use binary mode if
FTP is the file transport. The certificate is now ready for importing to the Data
Analyzer’s trust store.

2.4.5.3 Importing the Data Server Public Key
Start the Data Analyzer on the analyzer system. From the Analyzer menu, select
Trust Store to open the default trust store for this system. The Availability
Manager displays the Trust Store Management dialog box as shown in
Figure 2-16.

Figure 2-16 Trust Store Management Dialog Box

Trust Store Management El
Trust Store  Keys Help

Default Trust Store
Mias | EntryTwpe | ¥.500 Distinguished Mame

[ Il D

Delete || Import... |

Status

Default Trust Store loaded.
Thete are no entries in the Trust Store.

| 0K | | Cancel |

Click Import... to import the trusted certificate. The Availability Manager
displays the Import Certificate dialog box as shown in Figure 2-17.

Figure 2-17 Import Certificate Dialog Box

Import Certificate 3]
Look In: |d HP Availability Manager V3.0 |v| oo |E
ire

my_sernver.cer

File Name: | |

Files of Type: |Key Certificates *.cer | - |

| Import || Cancel |
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Select the name of the trusted certificate, and click Import. The Availability
Manager displays the Assign Alias for Certificate dialog box as shown in
Figure 2-18.

Figure 2-18 Assign Alias for Certificate Dialog Box

Assign Alias for Certificate

Cerificate imported from RAProgram Files\Hewlett-PackardiHP Availahility Manager W3.00my_sermver.cer

Wersion: VW1
subject: CN=My_ Server, 0U=My IT Group, O=My Company, L=My City, 5T=My ftate, C=My Country Code
Signature Algorithm: 5HalwithDS34, 0ID = 1.2.8540.10040.4.3

Key: Sun DS4 Public Eey
Parameters:D54
2 £d7£53551 14751229 52dfda%c Zeecede? £611b752 3cefdd400l c3ile3£50 baSlZ669
45544022 51£fb533d §d58fabf c5£5bal30 £6chdb55 6cd78313b S01d346f £26660b7
5b9950as ad9f9fed 047bl0ZZ cZ4dfbba® d7feb7cé lbE£E53b5ST7 efctafat 150£04fb
83fed3cs lec30235 54135ale 9132f675 f3aelbil d7Zaeff2 22031994 dl4801c7
o: 9760505f 15230bcc bZ92b982 aZebS40b £O551cEs
o: £7elalfs d6%b3dde chbcabSc 38b§57h% 7994afbb fajaeadi £9574cOb 3d078267
5159575 badd594f e6710710 5150b449 16712388 4ciflel3 h7cf0932 Scofatel
3claTadbh 547c8d28 eladaele 2bb3af?5 916ea3?f Obfazl3s 62flfbaz Tallz4sh
ccadflbe aB519089 af83dfel SaeS9f06 92Bb&6Se S07hSS2S 64014c3b fecfd92a

[a]

Assign Alias: |my_server| | | 0K | | Cancel |

This dialog box displays the trusted certificate. Enter the alias name for the
certificate in the Assign Alias field. Although you can put any text in this field,
it is best to choose the same alias name that the Data Server uses. Then click
OK to continue. The Availability Manager displays the Trust Store Management
dialog box with the imported key as shown in Figure 2-19.

Figure 2-19 Trust Store Management Dialog Box

Trust Store Management El
Trust Store  Keys Help
Default Trust Store
Alias | EntyType | 3500 Distinguished Name

my_server  Trusted Cedificate Ch=hy_Server, OL=My_|T_Group, O=hy_Company, L=hiy_City, ST=hly |

« Il | »

Delete || Import... |

Status

"rmy_server" imported successiully.

| 0K | | Cancel |

In the Trust Store Management dialog box, click OK to save the trusted certificate
in the Data Analyzer trust store.
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This sets up the Data Analyzer to connect to a Data Server. The Data Analyzer
supports connections to multiple Data Servers. To connect to multiple Data
Servers, export the public key for each Data Server and import it into the Data
Analyzer.

This completes the Data Analyzer key configuration. You are now ready to run
the Data Analyzer and connect to the Data Server.

2.5 Starting the Data Server

This section describes tasks you must perform after the Availability Manager
Data Server is installed. Starting the Data Server is somewhat different on
OpenVMS than on Windows systems. However, on both systems, the Data Server
listens for connections from Data Analyzers once it is started.

The Data Server is designed to run in a minimal environment. It only outputs
text messages to log various events and Data Analyzer connections. Because of
this design, it can be run in a batch job on OpenVMS, or as a startup task on
Windows.

The following sections contain the sequence of steps required to start the Data
Server on an OpenVMS node and a Windows node.

The first step is to decide which platform is to run the Data Server: Windows or
OpenVMS.

2.5.1 Starting the Data Server on an OpenVMS System

To start a Data Server on an OpenVMS System (Alpha or 164), make sure the
following conditions are met:

e The Data Server is installed on a node that is on the same LAN as your
OpenVMS systems.

¢ The Data Collector is started (see Section 2.1.3).

Starting the Data Collector is important for these reasons:

e Defines the various AMDS$* logicals needed by the Data Server.

e Allows the Data Server to communicate to the Data Collector on the network.

After you install and configure the Data Collector and Data Server and start the
Data Collector, enter the following command to start the Data Server:

$ AVAIL/SERVER

Note

For a list of qualifiers you can use with the AVAIL/SERVER command,
see the HP Availability Manager Installation Instructions, or enter HELP
AVAIL and then the qualifier name at the DCL dollar prompt.

2.5.2 Starting the Data Server on Windows

To install and configure the Availability Manager, follow the steps in the

HP Availability Manager Installation Instructions. Then, to start the Data
Server, click Click Start -> Programs -> HP Availability Manager -> Data Server
Startup.
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2.5.3 Data Server Port and Firewalls

2.6 Using
Data

If you are running a firewall on your server system, ensure that the firewall
allows communication over the port the Data Server uses. The default port
number is 9819, and the type of connection for the port is TCP.

the Network Connection Dialog Box to Start Collecting

The following section describes the steps needed to get the Data Analyzer to
connect to one or more network adapters, or connect to one or more Data Servers.
The Data Analyzer supports any combination of available network adapters and
Data Servers.

These steps assume that the Data Servers are already running on the server
systems.

Start the Data Analyzer on the analyzer system as described in Section 2.2.
The Availability Manager displays the Network Connection dialog box, shown in
Figure 2-20.

Figure 2-20 Network Connection Dialog Box

Network Connection E]

Server Analyzer HKey Stores Help

HP Availability Manager

Please select network adapters and/or Data Server to use for this session

‘DEVICE'{9B19B88E-9E99-19DF-97EG-90291B0AEE2F}
YMware Accelerated AMD PCNet Adapter - Teefer2 Miniport

'DEVICE{4E677B32-B87D-4011-AD40-6B2E05E4D9DB}

[] e

L] VYMware Accelerated AMD PCNet Adapter #2 - Teefer2 Miniport
[ [ Server: localhost | port:[gg1a | E e
| oK | | Exit | | Trust Store... |

Figure 2-20 shows two entries for the two network adapters on this particular
system. The last entry is where you enter the IP address and port number of a
Data Server. To use one or more of these network adapters, check the check box
to the left of each network adapter, and click OK. The Data Analyzer starts, using
the network adapters you have chosen. To start using the Data Analyzer, see the
instructions in Section 2.8.

To connect to one or more Data Servers, enter the IP address of each server,
along with the IP port that the Data Server uses for communication. There are a
number of possible forms for the IP address:

e Alphanumeric IP address - Alphal.denver.newscorp.com
e Numeric IP address - 136.132.15.32
e  WINS entry for a Windows system - WXPSRV1

e Analyzer system name synonym - Localhost
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2.6 Using the Network Connection Dialog Box to Start Collecting Data

The default IP address shown in the dialog box is "localhost". Localhost is a
synonym for the IP address of the Analyzer system itself. Use the "localhost"
default or enter the IP address of the Data Server, the IP port the Data Server

is using in the Port: field, and click on the plus sign button to register the entry.

The data for the new Data Server entry is displayed in the dialog box. You can
repeat this process to enter all the Data Servers you want to use.

Note

You can use the "localhost" name to allow more than one Data Analyzer
instance to access data from a particular network adapter on the system.
See Figure 1-4 for a figure that is similar to the following example that
illustrates how this is done.

For instance, Data Server node ACCPNT is connected to Data Collector
nodes Edmund and Lucy through network adapter A on ACCPNT. If you
start the Data Analyzer on ACCPNT and have it use adapter A to gather
data, this instance of the Data Analyzer is the only instance that can use
adapter A to access Edmund and Lucy. If you want more than one Data
Analyzer to access Edmund and Lucy through node ACCPNT, then use
the Data Server instead. Start the Data Server on ACCPNT and have

it use adapter A. Then you can start the Data Analyzer on ACCPNT,
use the "localhost" name to access the Data Server running on ACCPNT,
and gather data from Edmund and Lucy. Another person using the Data
Analyzer on a Data Analyzer node can also gather data from Edmund and
Lucy from ACCPNT by connecting to the Data Server on ACCPNT.

Using the Data Server in this manner allows you to run the Data
Analyzer on a Data Server node without restricting access to its network
adapters.

Figure 2-21 shows an example of this procedure. The IP address entered is

Aslan, the WINS entry for the Data Server system, and the port number entered

is 9819.

Figure 2-21 Network Connection Dialog Box with One Data Server Entry

Network Connection =)

P

Server Analzer HKeyStores Help

HP Availability Manager

[] e

[] e

ease select network adapters andior Data Server to use for this session

DEVICEY{9B19B88E-9E99-19DF-97E6-00291BOAEB2F}
VYMware Accelerated AMD PCNet Adapter - Teefer2 Miniport

DEVICEV{4E67 7B32-BE7D-4011-AD40-6B2E0SE4DODE}
YMware Accelerated AMD PCHet Adapter #2 - TeeferZ Miniport

Server: Aslan Port: 9819 X
[ [ Server: localfost | Port: 319 | .
oK || Exit | Trust store..
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Figure 2-22 shows the result of adding a second Data Server using the numeric
form of the IP address.

Figure 2-22 Network Connection Dialog Box with Two Data Server Entries
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VMware Accelerated AMD PCNet Adapter - Teefer2 Miniport
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YMware Accelerated AMD PCHet Adapter #2 - TeeferZ Miniport
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Server: Aslan Port: 9819 X|
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Figure 2—23 shows the result of adding a third Data Server using the
alphanumeric form of the IP address.

Figure 2-23 Network Connection Dialog Box with Three Data Server Entries

Network Connection E]

Server Analyzer HKey Stores Help

HP Availability Manager

Please select network adapters and/or Data Server to use for this session
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L] YMware Accelerated AMD PCNet Adapter - Teefer2 Miniport
] e DEVICEW4EG77B32-B87D-4011-AD40-6B2EDSE4D9DB} o
VYMware Accelerated AMD PCHet Adapter #2 - Teafer2 Miniport
Server: Aslan Port: 9819 X
Server: 16.212.8.229 Port: 9819 X
Server: Am1i64.ovms.usa.hp.com Port: 9819 X
[ [ Server: localhost | port:[gg1a | E e
| oK || Exit | ruststore... |

To remove a Data Server entry from the Network Connection dialog box, click the
delete button (X) to the right side of the Data Server entry.

To start collecting data, check the network adapter and Data Server entries you
want to use, and click OK. This process is described in Section 2.7.

2.6.1 Additional Information About Key Stores

This section contains some additional information about handling keys, key stores
and trust stores.
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2.6.1.1 Clarification of Network Connection dialog box Menus
Note the following:

e The Key Store menu item on the Server and the Key Stores menu open the
default Data Server key store (AM$KeyStore.jks). This default key store
name is what the Data Server uses when it starts. You can save key stores
with other file names, but when you copy the key store to the server system
for the Data Server to use, you must rename it to the default key store name.

e The Trust Store menu item on the Analyzer and Key Stores menus
and the Trust Store button open the default Data Analyzer trust store
(AM$TrustStore. jks). This default trust store name is what the Data Analyzer
uses when it starts. You can save trust stores with other file names, but when
you copy the trust store to the analyzer system for the Data Analyzer to use,
you must rename it to the default trust store name.

e The other menu items on the Key Stores menu open generic key or trust
stores that you are prompted to name when you open or save any of them.

2.6.1.2 Export and Import Made Easy

The Availability Manager allows you to open multiple key and trust stores using
the menus on the Network Connection dialog box. The Key Store and Trust Store
Management dialog boxes allow you to drag and drop items interchangeably
between dialog boxes (and to the file system or desktop on Windows). This
operation can make import and export easier if you open the key and trust stores
locally or if you use network shares to open them.

2.6.1.3 Certificates

The certificate that you create is a “self-signed” one. This means that the person
who creates the certificate also signs off on its legitimacy. This type of certificate
is also called a root certificate.

2.7 Choosing Network Connections for Collecting Data

When you start the Data Analyzer, it displays the Network Connection dialog box.
This dialog box shows the available network adapters on the system, and any
Data Servers that have been entered. You can choose which networks adapters
and Data Servers the Data Analyzer uses for collecting data by check the check
box of each entry.

Figure 2-24 shows a Network Connection dialog box with the two available
network adapters on the system, and three Data Servers. Three of the entries
are checked. Section 2.8 uses this example to document how to use the Data
Analyzer.
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Figure 2-24 Sample Network Connection Dialog Box with Three Checked

Entries
Network Connection E]
Server Analzer HKey Stores Help

HP Availability Manager

Please select network adapters andior Data Server to use for this session
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[] [l Server: Am1i64.ovms.usa.hp.com Port: 9819 X|

[ [ Server: | localfost | Port:[3g18 | E
| OK || Exit | ruststore... |

2.8 Using the System Overview Window

After you click OK on the Network Connection dialog box, the Data Analyzer
displays the System Overview window Figure 2-25 and monitors the network
for multicast “Hello” messages from nodes running the Data Collector. It follows
these steps:

1. After receiving a multicast “Hello” message from the Data Collector, the
Data Analyzer attempts to connect to a node. This is called the attempting
collection state.

The Data Analyzer notifies you of this and other states in the System
Overview window, which is shown in Figure 2-25.

2. The Data Collector performs a security check on the Data Analyzer connection
attempt.

e If the Data Analyzer passes the security check while the Availability
Manager is attempting the connection, the connection succeeds, and data
collection starts. This is called the data collection state.

e If the Data Analyzer fails the security check, the node is in the
connection failed state.

3. While the Data Analyzer collects data, if a node goes down, or a network
connection fails between the graphical user interface and the node, that node
is placed in the path lost state.

The colors of the icons preceding each node name in Figure 2-25 indicate the
state of the node.
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Figure 2-25 System Overview Window
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The color code of each node state is explained in Table 2—2.

Table 2-2 Explanation of Color Codes in the System Overview Window

Color

Description

Brown

Yellow

Black

Red

Green

Attempts to configure nodes have failed—for example, because the nodes are
in a connection failed state. A tooltip, which is described in Section 2.8.2.1,
explains the reason for the failure.

Nodes are in the attempting collection state; that is, the security check of the
nodes is in progress. Nodes that remain in this state more than several seconds
indicate network connectivity problems with the Data Analyzer.

Nodes are in a path lost state; that is, the network path to the node has been
lost or the node is not running.

Nodes are in the data collection state—that is, they are collecting data—but the
nodes have exceeded a threshold, causing events to be posted. Note that if an
event causes the output of any message besides an informational one, a node is
displayed in red.

Nodes are in the data collection state; that is, the security check was successful,
and the nodes are collecting data.

The System Overview window is divided into two segments, or panes: the
Group/Node pane and the Event pane.
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2.8.1 Using the Group/Node Pane

When you start the Data Analyzer, the System Overview window (see

Figure 2-25), displays information on connection lines at the top of the pane
(that is, lines starting with “Device”, “Aslan” and “16.212.8.229” in Figure 2-25).
The items on these lines measure throughput and congestion on each connection.
The following table describes the column headings.

Heading

Description

MEM

PFLTS

PFW/COM

BIO

DIO

These numbers monitor the memory statistics of Data Server. The first
number is the amount of memory used. The second number is the total
memory available. The colored bar represents the percentage of memory
used. A blue bar is used for values up to 60%, yellow up to 80%, and red up
to 100%.

These numbers are the number of Data Analyzers connected to the Data
Server, and measure the delay from when a packet is queued from the Data
Server LAN connection to when it is sent to the Data Analyzer. The delay is
measured in milliseconds. The data is in the form C - X/A/N where

C - Connection count
X - Maximum delay
A - Average delay

N - Minimum delay

The colored bar represents the average delay, with the maximum set at
500ms. A blue bar is used for values up to 250ms, yellow up to 400ms, and
red for 400ms.

These numbers measure the delay from when a packet is queued in the Data
Analyzer to when it is written to the Data Server. The delay is measured in
milliseconds. The data is in the form X/A/N where

X - Maximum delay
A - Average delay
N - Minimum delay

The colored bar represents the average delay, with the maximum set at
500ms. A blue bar is used for values up to 250ms, yellow up to 400ms, and
red for 400ms.

These numbers monitor the packets that have been read using this
connection, including multicast “Hello” messages for nodes that are not
being monitored. The first number is the number of packets per second.
The second number is the number of bytes per second. Note that for wide
area network connection, this does not include any overhead that TCP/IP
introduces when transmitting the data. The blue bar represents the number
of packets read in the last monitoring interval. A full bar represents 50 or
more packets per second.

The first (or only) number is the number of packets currently waiting on the
server to be read on this connection. A number consistently greater than 0
indicates congestion or a failing connection. The yellow bar also reflects this
number. A full bar represents 50 or more packets in the queue.

The second number (when shown) is a count of the number of packets that
have been discarded because the write queue on the server grew too large.
A red bar indicates the number of packets that were discarded in the last

monitoring interval. A full bar represents 50 or more packets discarded.
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Heading Description

CPUQs These numbers monitor the packets that have been written using this
connection. The first number is the number of packets per second. The
second number is the number of bytes per second. Note that for wide
area network connections, this does not include any overhead that TCP/IP
introduces when transmitting the data. The blue bar represents the number
of packets written in the last monitoring interval. A full bar represents 50
or more packets per second.

EVENTS The first (or only) number is the number of packets currently waiting to
be written to the server on this connection. A number consistently greater
than 0 indicates congestion. For a WAN connection, this might indicate a
slow or failing connection. The yellow bar reflects this number. A full bar
represents 50 or more packets in the queue.

The second number (when shown) is a count of the number of packets that
have been discarded because the write queue grew too large. The red bar
indicates the number of packets that were discarded in the last monitoring
interval. A full bar represents 50 or more packets discarded.

PROC CT The status shows the state of the server connection. If the status is ERROR
or FAILED, the error text is in the HW Model field.

(O] The version and build number show what version of the Availability
VERSION Manager that the Data Server is running.

If the number of packets waiting or discarded is consistently large, you might
notice that the data displayed in the application updates at a slower rate. In
extreme cases, nodes might turn black, indicating a lost connection with the node
when, in reality, the problem is the congestion between the Data Analyzer and
the Data Server.

If you have a problem with congestion, consider scaling back the number of nodes
or the amount of data being collected, or lengthening the collection intervals.

Note

Most of these fields have a tooltip describing the field contents and some
additional data. The tooltips can be rather large. To ensure that the
tooltip stays up as long as you need to read it, move the mouse slightly
over the field to keep the tooltip visible.

The rest of the Group/Node pane displays information about the OpenVMS groups
and nodes that the Data Analyzer has found. By default, within each group, the
Data Analyzer displays the nodes with which it can establish a connection. (If
the Data Analyzer finds Windows nodes, those are also displayed.)

2.8.1.1 Setting Up Groups
Groups are set up during installation on Data Collector nodes and are user-
definable. Be sure to define groups by cluster membership. If a node is not a
member of a cluster, then you can define a group by function, type of hardware,
or geographical location.

If you want to change the groups being monitored, you need to use a
customization option to make changes. See Section 7.4.1 for instructions.
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Note

HP recommends that you define a cluster as its own group. This is
necessary for the Lock Contention, Disk Summary, Disk Volume, and
Cluster data collections to function correctly.

2.8.1.2 Displaying Group Information

Groups—and the nodes in each group with which the Data Analyzer is able to
establish a connection—are displayed in the Group/Node pane of the System
Overview window (see Figure 2—-25).

To display only groups in the Group/Node pane, click the handle in front of a
group name to a horizontal position, and the nodes in that group are removed,
as shown for both groups in Figure 2—-26. (Clicking the handle into a vertical
position displays nodes again.)

Figure 2-26 Group Overview Pane
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The numbers in parentheses after “OpenVMS” (in the Group/Node pane of the
System Overview window) are the following:

The first number in parentheses is the total number of groups that are listed.

The second number in parentheses is the total number of nodes in all the
listed groups with which the Data Analyzer can establish a connection.

On each group name row, following the name of the group, the number in
parentheses is the number of nodes in that group with which the Data Analyzer
has established a connection.

On a group name row under the OS Version heading are color-coded numbers
indicating the number of nodes in that group that are one of five color-coded
states. These states are explained in Table 2—2.
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Additional summary information about the entire group is on the group line.
CPU, MEM, BIO, and DIO numbers are averages. The rest of the number are
totals for all of the nodes in the group.

Notice the small triangle in the BIO heading in Figure 2-26. The direction of
the triangle indicates that the nodes are sorted in descending order of BIO rates.
Click on the triangle to reserve the sort order, or click on another column header
to select a new item on which to sort data.

In the Group/Node pane, only nodes within a group are sorted. The groups
remain in alphabetical order. You can sort groups in the Group Overview window
by changing the sort order of one of the data column headings (see Figure 2—-26).

2.8.2 Displaying Node Information

The Group/Node pane of the System Overview window allows you to focus on
resource usage activity at a high level and to display more specific data whenever
you want. This section explains the basic use of the Group/Node pane. For more
information, see Chapter 3.

2.8.2.1 Displaying Summary Node Information

Even when nodes are not displayed on the System Overview window or the
Group/Node pane, you can display important node information by placing the
cursor over a group name or icon. By holding the cursor over the KOINE
group name, for example, the tooltip similar to the one shown in Figure 2-27
is displayed, containing summary node information.

Figure 2-27 Tooltip Example: Summary Node Information
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Note

Most of these fields have a tooltip describing the field contents and some
additional data. The tooltips can be rather large. To ensure that the
tooltip stays up as long as you need to read it, move the mouse slightly
over the field to keep the tooltip visible.

Possible tooltip colors and their meanings are in Table 2-3.

Table 2-3 Explanation of Tooltip Colors

Color

Meaning

Brown
Yellow

Black

Red

Green

Indicates why the configuration of the node failed.

Shows number of Data Collector multicast “Hello” messages received and
the number of attempts to configure the node (“Configuration packets sent”).
Nodes that remain in this state more than several seconds indicate network
connectivity problems with the Data Analyzer.

Shows the following:

For nodes that were in the data collection state (see Table 2—2), and
communication was then lost:

— When the connection to the node was lost (“Path lost at #ime”).

— When that node was booted (“Boot time: time”).

— What the uptime of the node was (“Uptime: time”).

For nodes that were in the connection failed state (see Table 2-2):
— When the connection to the node was lost (“Path lost at time”).
— The reason the node was not configured.

Nodes have exceeded a threshold, causing events to be posted for the node.
If an event causes the output of any message besides an informational one,
a node is displayed in red.

The security check was successful, and the nodes are collecting data; node
uptime is shown.

The Group/Node pane is designed to display monitored nodes in a single pane.
This format works well for sites that have relatively few nodes to monitor.
However, for large sites that have many groups and nodes, scrolling through the
display can be time-consuming. To help those with large sites, two additional
windows are available:

e The Group Overview window

e The Single-Group window

2.8.2.2 Displaying a Group Overview Window
The first window to help you view large sites is the Group Overview window. To
view all the group name row data easily, click on the View menu at the top of the
page and select “Group Overview.” The Group Overview window that is displayed
(Figure 2—-28) is similar to the Group Overview pane in Figure 2—26.
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Figure 2-28 Group Overview Window
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This display is designed to provide an overview of all the groups being monitored.
If you want more information about a group, place the cursor over the group
name or icon. A tooltip is displayed with additional information about nodes in
the group similar to the one displayed in Figure 2-27.

You can also double-click a group name to display a Single-Group window, as
explained in Section 2.8.2.3.

2.8.2.3 Displaying a Single-Group Window
The second window to help you view large sites is the Single-Group window. This
display shows the nodes in one group (see Figure 2-29).

To obtain this display, you can also right-click the group name in the Group/Node
pane and select the “Display” option. A separate window appears with only the
nodes in the group you have selected (see Figure 2—29). This window is useful
in simultaneously displaying groups that are not adjacent in the list in the
Group/Node pane.

Figure 2-29 OpenVMS Single-Group Window
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Within each group of nodes displayed, the Data Analyzer displays all the nodes
with which it can communicate. If some nodes in the group are not displayed, it
is because the Data Analyzer has not received a multicast “Hello” message from
the Data Collector on that node.

The display includes the following items:

e A list of the nodes in the group along with summary data for each node. In
Figure 2-25, the Debug cluster group contains 9 nodes.

e A color-coded monitor icon preceding each node name indicates the state of
the node. See Table 2-2 for explanations of states these colors indicate.

e For various node data items, some graphs indicate the percentage of an item
that is being used; other graphs are totals.
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Green graphs indicate percentages below a customized threshold; red graphs
indicate percentages above a customized threshold. Some data items are
numbers, not percentages; for example, CPUs, CPU queues, and events.

More information about node data is in Chapter 3.

Somewhat different information is displayed for a group of Windows nodes. For
more information, see Section 3.1.2.

2.8.2.4 Focusing On a Specific Node

To display more information about an individual node, double-click a node name
or in the Single-Group window or the Group/Node pane. You can also right-click
a node name and select the “Display...” option. The Data Analyzer displays the
Node Summary page shown in Figure 2-30. (The data on this page is explained
in more detail in Chapter 3.)

Figure 2-30 OpenVMS Node Summary
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OpenvMS Alpha node PRFE4S - Node Summary

At the top of the Node Summary page are tabs that correspond to types of node
data displayed in the Group/Node pane. If you double-click a field under a
column heading in the Group/Node pane, the Data Analyzer displays a page that
provides more information about that field. For example, if you click a value
under “CPU”, the Data Analyzer displays a page similar to the one shown in
Figure 3-6.
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2.8.2.5 Specifying Data to Be Collected

By default, the only data collected for a node is the data displayed in the Node
pane (Figure 2-29). This data is called a node summary data collection. The
events in the Event pane of the System Overview window (see Figure 2-25) are
produced when node summary data is processed. See Appendix C for a list of
events associated with node summary data.

If you want to signal additional events that are listed in Appendix C, you must
collect the data associated with those events. To collect this data by default, you
must enable background data collection for the data. Background and foreground
data collections are explained in more detail in Section 1.4.1.2.

For OpenVMS nodes, if you want background data collection (and the associated
event detection), you must turn on data collection for each type of data you want
to collect. On Windows nodes, background data collection is always enabled and
cannot be turned off.

To turn on various types of data to be collected, follow these steps:

1. In the System Overview window (Figure 2—-25), click the Customize menu.
2. Click Customize OpenVMS....

3. Click the Data Collection tab.

The Data Analyzer then displays the Data Collection Customization page
(Figure 2-31).

Figure 2-31 Data Collection Customization
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) Single disk 5.0
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Icons are used to indicate the current customization level in effect.

Indicates the current settings are from the Availability Manager
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The following types of data are collected by default:
e Node summary

e Single disk
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e Single process

To turn on a type of data collection, select the checkbox for that type of data
collection in the “Collect” column. For example, to collect CPU process data, check
the checkbox for “CPU process” in the Collect column. Clicking the checkbox
again clears it.

When you click a data collection name, the Explanation section at the bottom
of the page tells where the data for a particular data collection is displayed.
Table 7-3 summarizes this information.

You cannot turn off the collection of single disk and single process data. These
types of data are collected by default when you open a Single Disk Summary page
or a Process Information page, respectively.

On the Data Collection Customization page, you can change the intervals at
which data is collected. Collection intervals are explained in Chapter 7.

2.8.2.6 Sorting Data
You can sort data in many OpenVMS displays. The following list provides some
examples. To sort the values in a field, click the corresponding column heading.
To reverse the sort order, click the column heading again.

e Event pane of the System Overview window (Figure 2-25)
e CPU Process Summary pane (Figure 3-8)

e Memory page (Figure 3-10)

¢ Bottom pane of I/O Summary page (Figure 3—12)

e Disk Status Summary page (Figure 3—-14)

e Disk Volume Summary page (Figure 3-16)

Depending on the field, you can sort data alphabetically or numerically. An
alphabetical sort is performed using ASCII character values; for example, dollar
signs ($) precede letters in the sort order.

2.8.3 Using the Event Pane

The event pane occupies the bottom part of the System Overview window
(Figure 2—-25). In this pane, the Data Analyzer displays events that occur on all
the nodes being monitored on your system, including nodes that might not be
displayed currently in the Group/Node pane.

Events signal potential problems that might require further investigation. An
event must reach a certain level of severity to be displayed. You can customize
the severity levels at which events are displayed (see Chapter 7). For more
information about displaying events, see Chapter 5.

The events that are signalled depend on the types of data collection that are
performed (see Section 2.8.2.5).

In the System Overview window, you can change the size of the panes as well as
the width of specific fields. You can also change the borders between the fields by
placing the mouse on the border, displaying a double-headed arrow, and dragging
the border to the right or left.

Scroll bars indicate whether you are displaying all or part of a pane. For example,
clicking a right arrow on a scroll bar allows you to view the rightmost portion of
a screen.
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2.8.4 Other System Overview Window Components

In addition to panes, the System Overview window (Figure 2—25) also includes
features such as a title bar, menu bar, and status bar:
Title bar
The title bar runs across the top of the window and contains the product name
and version.
Menu bar
The menu bar, immediately below the title bar, contains the following menu
options:
e File
The File menu contains the Exit option, which allows you to stop the Data
Analyzer and close the window.

e (Customize

The Customize menu contains options that allow you to customize various
aspects of the Data Analyzer. These options are explained in Chapter 7.
e Help
The Help menu offers different types of online help for the Data Analyzer.
These options are explained in Section 2.9.
Status bar
The status bar, which runs across the bottom of the window, displays the
following:
e The name of the selected group and the number of nodes in that group.

e The Java Virtual Machine memory statistics - the current amount of memory
used and the maximum amount of memory. If the current amount of memory
stays close or is equal to the maximum amount of memory, various odd
behaviors may occur including hanging data collections for nodes, unable to
show dialog boxes, etc. due to the lack of memory.

e The current time in a colored box. The color of the box goes from green (the
Data Analyzer is keeping up with the amount incoming data) to red (the Data
Analyzer is having trouble processing the amount of incoming data), and
various shades in between.

Displaying More Information at Any Time

In the initial System Overview window (Figure 2-25), which is displayed by

default, you can perform the following actions at any time during the display:

e (lick on a field to select it.

e Double-click most fields to display a page containing information specific to
that field.

e Right-click a field to display a shortcut menu with additional choices on it.
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2.9 Getting Help

To obtain online help, click on the Help menu on the System Overview window
menu bar. Then choose one of the following options, which are displayed at the
top of the page.

Menu Option Description

Availability Manager Information about using the Availability Manager.

User Manual

Getting Started A special online version of help for getting started using this
tool.

Availability Manager Last-minute information about the software and how it works.

Release Notes

About Availability Information about this Availability Manager Data Analyzer

Manager... release (such as the copyright date).

2.10 Printing a Display

The Data Analyzer does not provide a printscreen capability. However, you can
capture Data Analyzer displays and print them by following these steps:

1.
2.

Click on the selected Data Analyzer display to make it your active window.

Press the key combination A1t + PrintScreen.

This action copies the image of the display into your copy buffer. (To capture
the entire screen, press Ctrl + PrintScreen.)

Run the Windows Paint program:
Start --> Programs --> Accessories --> Paint
Do one of the following:
e Press the key combination Ctrl + V.
e  From Paint’s Edit menu, select Paste.
Then do one of the following:
e Select an option from Paint’s File menu. For example:

— Save or Save As...: to name the file containing the display image and
place it in a directory that you specify.

— Print: to print the display image on a printer that you select.

e Use one of Paint’s editing options to edit the display image before saving
or printing it.
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Note

Before you start this chapter, be sure to read the explanation of data
collection, events, thresholds, and occurrences as well as background and
foreground data collection in Chapter 1. HP also recommends completing
the getting-started steps described in Chapter 2.

Node summary data is the only data that is collected by default. The Data
Analyzer looks for events only in data that is being collected.

You can collect additional data in either of the following ways:

e Open any display page that contains node-specific data (for example, CPU,
memory, I/O) automatically starts foreground data collection and event
analysis except for Lock Contention and Cluster Summary information.
(You must select these tabs individually to start foreground data collection.)
Collection and evaluation continue as long as a page with node-specific data
is displayed.

¢ (Click a check mark on the Data Collection Customization page (which you
can select on the Customize OpenVMS... menu) enables background collection
of that type of data. Data is collected and events are analyzed continuously
until you remove the check mark.

For additional information about how to change these settings, see Chapter 7.

This chapter describes the node data that the Data Analyzer displays by default
and more detailed data that you can choose to display. Differences are noted
whenever information displayed for OpenVMS nodes differs from that displayed
for Windows nodes.

Although Cluster Summary is one of the tabs displayed on the OpenVMS Node
Summary page (Figure 3—4), see Chapter 4 for a detailed discussion of OpenVMS
Cluster data.

Note

On many node displays, you can hold the cursor over a data field or
column header to display an explanation of that field or header in a small
rectangle, called a tooltip. Figure 3—2 contains an example.

Some tooltips can be rather large. To ensure that the tooltip stays up as
long as you need to read it, move the mouse slightly over the field to keep
the tooltip visible.
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3.1 Group/Node Pane
The Data Analyzer automatically displays data for each node within the groups

displayed in the Group/Node pane of the Application window (Figure 3-1).

Figure 3-1 OpenVMS Group/Node Pane
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Recall that the

colors of the icons represent the following states:

Color Description

Brown Attempts to configure the node have failed—for example, because the
nodes are in a connection failed state.

Yellow Node security check is in progress.

Black Network path to node has been lost, or the node is not running.

Red Security check was successful. However, a threshold has been
exceeded, and an event has been posted.

Green Security check was successful; data is being collected.

If you hold the cursor over a node name, the Data Analyzer displays a tooltip
explaining the specific reason for the color that precedes the node name. By
holding the cursor over many column headers and some data items on Data
Analyzer screens, you can display tooltips. Figure 3-2 is an example of a tooltip
that explains the BIO column header in the Group/Node pane.

Figure 3-2 Sample Tooltip
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The colors and their meanings are in Table 3-1.

Table 3-1 Explanation of Tooltip Colors in the Group/Node Pane

Color

Meaning

Brown
Yellow

Black

Red

Green

Indicates why the configuration of the node failed.

Shows number of RM Driver multicast “Hello” messages and the number of
attempts to configure the node (“Configuration packets sent”). Nodes that
remain in this state more than a few seconds indicate network connectivity
problems with the Data Analyzer.

Shows one of the following:

If the node was successfully configured and then lost,

— When the connection to the node was lost (“Path lost at time”).
— When that node was booted (“Boot time: time”).

— What the uptime of the node was (“Uptime: time”).

If the node was never configured,
— When the connection to the node was lost (“Path lost at time”).
— The reason the node was not configured.

If an event causes the output of any message besides an informational one,
a node is displayed in red.

Nodes are in the data collection state.

The following sections describe the data displayed for OpenVMS and Windows
Group/Node panes.

3.1.1 OpenVMS Node Data

Node data with a graph displayed in red indicates that the amount is above the
threshold set for the field. For each OpenVMS node and group it recognizes, the
Data Analyzer displays the data described in Table 3-2. This table also lists the
abbreviation of the event that is related to each type of data, where applicable.
See Section 7.8 for information about setting event thresholds. Appendix B
describes OpenVMS and Windows events.

Note that you can sort the order in which data is displayed in the Node Pane by
clicking a column header. To reverse the sort order of a column of data, click the
column header again.

Table 3-2 OpenVMS Node Data

Data Description of Data Related Event
Node Name Name of the node being monitored. n/a
cpU! Percentage of CPU usage of all processes on the HICOMQ
node. HIMTTO
PRCCUR
PRCPUL
Active CPUs The number of active CPUs over the number of n/a

CPUs in the potential set. The potential set is
the maximum number of CPUs available to the
node.

1By default, the CPU heading follows Node Name on a line of Node pane data. You can use the cursor
to move a column heading to another location on the line, if you like.

(continued on next page)
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Table 3-2 (Cont.) OpenVMS Node Data

Data

Description of Data

Related Event

MEM
PFLTS
PFW/COM

BIO
DIO
CPU Qs

Events

Proc Ct

OS Version
HW Model

HW Arch

Percentage of space in memory that all processes
on the node use.

Total page faults and hard page faults per second
for all processes on the node.

Number of processes in page fault wait (PFW)
and compute (COM) states.

Buffered I/O rate of processes on the node.
Direct I/0 usage of processes on the node.

Number of processes in one of the following
states: COMO, MWAIT, COLPG, FPG.

Number of triggered events that are associated
with this node.

Actual count of processes over the maximum
number of processes. Percentage of actual to
maximum processes.

Version of the operating system on the node.

Hardware model of the node.

Hardware architecture: Alpha or VAX

(continued on next page)
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LOMEMY

HITTLP
HIHRDP

HICOMQ
HIPFWQ

HIBIOR
HIDIOR

HICMOQ
HIMWTQ
HIPWTQ

List of relevant
events

HIPRCT

NOPLIB
UNSUPP

NOPLIB
UNSUPP

n/a
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Table 3-2 (Cont.) OpenVMS Node Data
Data Description of Data Related Event

DC The Data Collector capability level and Managed = MINCAP
Object registration retrieval status.

Each version of the Data Collector has a
capability level associated with it. This value
tells the Data Analyzer what capabilities the
Data Collector has (e.g. ability to execute disk
volume fixes). If the capability value is below
what the Data Analyzer will support, a MINCAP
event will be signaled, and puts the node in the
connection failed state, and not collect data from
the node.

The Managed Object registration retrieval status
indicates whether or not the Data Analyzer
could get the data indicating what Managed
Objects have registered with the Data Collector.
Managed Objects are described more fully in
Chapter 4.

The values for the Managed Object registration
status are as follows:

Status Description

D Done. Managed Objects are
not supported by the Data
Collector. The Data Analyzer
will adjust collect data that the
Data Collector supports.

NS Not Sent. The Data Collector
supports Managed Objects. The
request for the registration data
has not been sent.

S Sent. The request for the
registration data has been sent,
and the Data Analyzer is waiting
for the response.

v Valid. The registration has been
received and processed by the
Data Analyzer.

E Error. There was an error in
getting the registration data from
the Data Collector.

3.1.2 Windows Node Pane

Figure 3-3 is an example of a Windows Node pane. From the group you select,
the Data Analyzer displays all the nodes with which it can communicate.
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Figure 3-3 Windows Node Pane

Mode Name |CPU| MEM| DIO| Processes|Threads| Events|89maph0res|MutexeslSectionS| 05 Wersion Hi# Model

gz PYROMAN 13 125 273 97 9 129  Windows NT 4.0 DEC-321064
gz STELLA 20 168 354 96 19 213 Windows NT 4.0 DEC-321064
g: UG1996 9 152 464 68 19 203  Windows NT 4.0 DEC-321064

For each Windows node in the group, the Data Analyzer displays the data
described in Table 3-3.

Table 3-3 Windows Node Data

Data Description

Node Name Name of the node being monitored.

CPU Percentage of CPU usage of all the processes on the node.

MEM Percentage of memory that is in use.

DIO Direct I/O usage of processes on the node.

Processes Number of processes on the node.

Threads Number of threads on the node. A thread is a basic executable
entity that can execute instructions in a processor.

Events The number of events on the node. An event is used when two or
more threads want to synchronize execution.

Semaphores The number of semaphores on the node. Threads use semaphores
to control access to data structures that they share with other
threads.

Mutexes The number of mutexes on the node. Threads use mutexes to
ensure that only one thread executes a section of code at a time.

Sections The number of sections on the node. A section is a portion of
virtual memory created by a process for storing data. A process
can share sections with other processes.

OS Version Version of the operating system on the node.

HW Model Hardware model of the node.

3.2 Node Data Pages

The following sections describe node data pages, which you can display in any of
the following ways:

¢ Double-click a data item in the Group/Node or Node pane to display an
associated page.

e Double-click a node name on the Group/Node or Node pane to display a
Node Summary page (Figure 3—4). You can then click other tabs on the
Node Summary page to display the same detailed data that you display by
double-clicking a data item in the Group/Node or Node pane.

e Double-click an event in the Event pane.

The menu bar on each node data page contains the options described in
Table 3—4.
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Table 3-4 Node Data Page Menu Bar

For More
Menu Option Description Information
File Contains the Close option, which you can choose  n/a

to exit from the pages.

View Contains options that allow you to view data
from another perspective.

Fix Contains options that allow you to resolve various
resource availability problems and improve
system performance.

Customize Contains options that allow you to organize data
collection and analysis and to display data by
filtering and customizing data collected from
Data Collectors.

See specific pages.

Chapter 6

Chapter 7

The following sections describe individual node data pages.

3.2.1 Node Summary

When you double-click a node name, operating system (OS) version, or hardware
model in an OpenVMS Group/Node pane (Figure 2—25) or a Windows Node pane
(Figure 3-3), the Data Analyzer displays the Node Summary page (Figure 3-4).

Figure 3-4 Node Summary

Node PRFE4S
File “iew Fix Customize

Summary Infarmation

hodel: AlphaServer ES4S Model 2
03 Version: Openyis W8 2

Uptims: 401:53:28 54

Memony: 2.00GE

Active CPUs: 4

Configured CPUs: 4
CPU Architecture: Alpha

Max RADS: 1
Serial Mumber: 00000D0DD323330415a50534a32 313234
Galaxy ID: 35344546 525001 0f 11 Of Of 6a 7d 65 0f 00

=10l x|

OpenyMs Alpha node PRFE4S - Node Summary

On this page, the following information is displayed for the selected node:
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Data Description

Model System hardware model name.

OS Version Name and version of the operating system.

Uptime Time (in days, hours, minutes, and seconds) since the last reboot.

Memory Total amount of physical memory (in MBs or GBs) found on the system.

Active CPUs Number of CPUs running on the node.

Configured Number of CPUs that are configured to run on the node.

CPUs

Max RADs Maximum number of resource affinity domains (RADs) for this node.

Serial Number The system’s hardware serial number retrieved from the Hardware
Restart Parameter Block (HWRPB).

Galaxy ID The Galaxy ID uniquely identifies a Galaxy. Instances in the same

Galaxy have the same Galaxy ID.

3.2.2 CPU Modes and Process Summaries

By clicking the CPU tab, you can display CPU panes that contain more detailed
statistics about CPU mode usage and process summaries than the Node Summary
does. You can use the CPU panes to diagnose issues that CPU-intensive users

or CPU bottlenecks might cause. For OpenVMS nodes, you can also display
information about specific CPU processes.

When you double-click a value under the CPU or CPU Qs heading on either
an OpenVMS Group/Node or a Windows Node pane, or when you click the
CPU tab, the Data Analyzer displays the CPU Mode Summary in the top pane
(Figure 3-6) and, by default, CPU Mode Details (Figure 3-7) in the lower pane.
You can use the View menu to select the CPU Process Summary in the lower
pane (Section 3.2.2.4).

CPU mode summaries and process summary panes are described in the following
sections. Note that there are differences between the pages displayed for
OpenVMS and Windows nodes.

3.2.2.1 Windows CPU Modes

Figure 3-5 provides an example of a Windows CPU Modes page. The sample
page contains values for the three CPU modes—user, privileged, and null.

3-8 Getting Information About Nodes



Getting Information About Nodes
3.2 Node Data Pages

Figure 3-5 Windows CPU Modes

[ilJNode AFFC36 -1of x|
File Customize
(kode Summary [CPU [Memory | Disk]|
CPU Modes
Current  Extreme
User 30.20 31.98
Privileged 20.35  21.77
Null 49.46  48.00
DPCs Queued/sec 18.63 44.92
Interruptsisec  146.82  173.68
CPUID Mode % [ DPCs Gueued [ DPC Rate | DPC Bypasses | APC Bypasses
CPU #0 0.21 0.0a 0.00 0.41
CPU #1 18.43 0.00 0.00 0.21
[ »

Windows NT Intel node AFFCE6 - CPU

The top pane of the Windows CPU Modes page is a summary of Windows CPU
usage, listed by type of mode.

On the left, the following CPU modes are listed:
e User

e Privileged

e Null

On the graph, values that exceed thresholds are displayed in red. To the right of
the graph are current and extreme amounts for each mode.

Current and extreme amounts are also displayed for the following values:
e Deferred procedure calls (DPCs) queued per second
e Interrupts that occurred per second

The lower pane of the Windows CPU Modes contains modes details. The following
data is displayed:

Data Description

CPU ID Decimal value representing the identity of a processor in a
multiprocessing system. On a uniprocessor, this value is always
CPU #00.

Mode % Graphical representation of the percentage of active modes on that
CPU. The color displayed matches the mode color on the graph on the
top pane.

DPCs Queued Rate that deferred procedure call (DPC) objects are queued to this
processor’s DPC queue.

DPC Rate Average rate that DPC objects are queued to this processor’s DPC

queue per clock tick.

DPC Bypasses Rate that dispatch interrupts were short-circuited.
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Data Description

APC Bypasses Rate that kernel asynchronous procedure call (APC) interrupts were
short-circuited.

3.2.2.2 OpenVMS CPU Mode Summary and Process States

Figure 3-6 shows sample OpenVMS CPU Mode Summary and CPU Process

States, which are the left and right top panes of the CPU Modes page.

Figure 3-6 OpenVMS CPU Mode Summary and Process States

[ilJNode wIiLDS
File “iew Fix Customize
fNDde Summary [CPU [ Memaory (170 [ Disk [ Lock Contention [’Cluster Summary|
CPU Modes Process States
Current Extreme LEF 123 LEFO BWAST RAWMBX]
Kernel BBl g HIB 20 HIBO RWMPB RWMPE
Exzecutive 0.04 B COM COMO BWSCS RWCAP
0.00 0.13 SUSP SUSPO BWHNPG Ry CLU
User z0.09 38.16 CUR 1 CEF PBWPAG RAWPFF
Interrupt 20.82 49,41 PR FPG RWCSY IMODE
Compatibility 0.00 a.0o COLPG BWAIT EXH
MP synch 0.60 3.86 JWAIT PSXFR
Null 5z2.70 0.0z TWAIT
—_ MWAIT 1
COM a 10
WAIT 4 Total 145

CPU Mode Summary

In the CPU Mode Summary section of the pane, percentages are averaged across
all the CPUs and are displayed as a single value on symmetric multiprocessing
(SMP) nodes.

To the left of the graph is a list of CPU modes. The bars in the graph represent
the percentage of CPU cycles used for each mode. To the right of the graph are
current and extreme percentages of time spent in each mode.

Below the graph, the Data Analyzer displays the COM and WAIT process queues:

e COM: The value displayed is the number of processes in the COM and COMO
states.

e  WAIT: The value displayed is the number of processes in the miscellaneous
WAIT, MWAIT, COLPG, CEF, PFW, and FPG states.

CPU Process States

The right side of Figure 3—6 shows a sample CPU Process States display. Note
that the value for MWAIT, in the left column, is the sum of all values for the
states in the two right columns.

This display shows the number of processes in each process state. This number
is tallied from the data in CPU Process view of the CPU page (Figure 3-6). For
systems with many processes, the data in the CPU Process view is collected

in segments over a short period of time because the amount of data a network
packet can contain is limited. Because of this, the number of processes in the
Process States pane might differ slightly from what is reported in $MONITOR
STATES.
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Appendix A contains explanations of the CPU process states.

3.2.2.3 OpenVMS CPU Mode Details
The lower pane of the CPU Modes page contains CPU mode details, as shown in

Figure 3-7.

Figure 3-7 OpenVMS CPU Mode Details Pane

CRUID State

CPU #000 |Run

CEU #001 | Fun

CPU #00Z |Fun

CPU #0023 |Run

CEU #004 |Run

CPU #005 |Fun

CPU #006 |Run

CEU #007 | Run

CPU #008 |Fun

CPU #0092 |Run

CEU #010 | Run

CPU #011 |Fun

CPU #012 |Run

CEU #013 | Run

CPU #014 |Fun

CPU #015 |Run

CEU #016 |Run

CPU #017 |Fun

CPU #018 |Run

CEU #0129 | Run

CPU #0Z20 |Fun

CPU #0Z1 |Fun

CEU #024 |Run

CPU #0Z5 |Fun

CPU #0Z6 |Run

CEU #027 |Run

CPU #028 |Fun

CPU #0229 |Run

CEU #030 | Run

CPU #031 |Fun

hMode % FID Process Mame Capabilities RAD
[ e (S % flone PRIMARY RUN QUCRIM 0
e FEE Ylope RUN QUORTM 0
R S e R *** Hone **¥ RUN QUORUM 0
T T e e *E% Hope *EF RUN QUORTM 0
[EEEs s s ] FEE Jope EUN QUORTM ]
[ e ey R *** Hone **¥ RUN QUORUM 0
T I e e *E% Hope *EF RUN QUORTM 0
[Eai s s e s FEE Jope EUN QUORTM ]
A I (P SR *** Hone **¥ RUN QUORUM 0
e e *E% Hope *EF RUN QUORTM 0
T T ey S FEE Jope EUN QUORTM ]
| R TPy e *** Hone **¥ RUN QUORUM 0
[ e *E% Hope *EF RUN QUORTM 0
T e e )| FEE Jope EUN QUORTM ]
T s ey e *** Hone **¥ RUN QUORUM 0
W R ey e *E% Hope *EF RUN QUORTM 0
sz 5o s ] FEE Jope EUN QUORTM ]
I R they | *** Hone **¥ RUN QUORUM 0
T | 3 1E012D6 CTME 000F010C RUN QUORTM 0
R | 3 1E00AS5C CTME 000F0099 REUN QUORTM ]
I | 3 1EQ0ADD CTME O000F004a RUN QUORUM 0
I s (P e *E% Hope *EH RUN QUORTM 0
R | 3101237 CTMi O00FO0BF EUN QUORTM ]
IS, | 3 1EQ09ES CTMi O00FO0ZS RUN QUORUM 0
I | 3 1E00892 CTME 00040019 RUN QUORTM 0
I | 3 1E00906 CTME 00020015 EUN QUORTM ]
I | 3 1E00974 CTMi 000cO00E RUN QUORUM 0
| 3 1E0091a | ¢TM$ 0009000 RUN QUORTM 0
I | 3 1E00952 CTME 000E0007 REUN QUORTM ]
T T % Hone ** RUN QUORUM 0

penytSs Alpha node QTY18 - CPU Summary - physical modes view: 30 physical cpus (30 listed, O filtered out)

In the OpenVMS CPU Mode Details pane, the following data is displayed:

Data

Description

CPU ID

State

Mode %

PID

Process Name

Decimal value representing the identity of a processor in a
multiprocessing system. On a uniprocessor, this value is always
CPU #00.

One of the following CPU states: Boot, Booted, Init, Rejected,
Reserved, Run, Stopped, Stopping, or Timeout.

Graphical representation of the percentage of active modes on that
CPU. The color displayed coincides with the mode color in the
graph in the top pane.

Process identifier (PID) value of the process that is using the
CPU. If the PID is unknown to the Data Analyzer application, the
internal PID (IPID) is listed.

Name of the process active on the CPU. If no active process is
found on the CPU, the name is listed as *** None **%,
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Data Description

Capabilities One or more of the following CPU capabilities or flags:
e (Capabilities: Primary, Quorum, Run, or Vector.

e Flags: Idle, Lckmgr, Fastpath_CPU, Fastpath_Ports, Low_
power, and Cothread_of nn.

RAD Number of the RAD where the CPU exists.

The status bar in the OpenVMS CPU Mode Details pane (see Figure 3-7) shows
the potential number of physical CPUs on the node, the number that are listed,
and the number that are filtered out. The status bar is updated with each data
collection. The data collection rate is determined by the customization of CPU
mode data collection intervals. See Section 7.5 for instructions on how to change
data collection intervals.

3.2.2.4 OpenVMS CPU Process Summary

To display the OpenVMS CPU Process Summary pane at the bottom of the CPU
page, select CPU Process Summary from the View menu (Figure 3-6). Figure 3-8
shows a sample OpenVMS CPU Process Summary pane.

Figure 3-8 OpenVMS CPU Process Summary Pane

FID I Process Name [ Pricrty | State [ Rate [ wat | Time [Home B&D |
Z16005FF FRED1_10_1 6/ 4 HIE 40.06 0.00 0 00:02:59.83 u]
21600800 FRED1 11 1 6/ 4 INNER_MODE Z1.89 0.00 0 00:03:34.13 u]
Z1s00601 FRED1 12 1 4/ 4 COM 0.65 90.00| 0 00:01:59.93 u]
21600802 FRED1 13 1 4/ 4 oM 0.00 99,99 0 00:02:02.21 u]
21600603 FRED1 14 1 4/ 4| INNER_MODE 23.18 0.09| 0 00:02:17.69 u]
21s00604 FRED1 15 1 6/ 4 HIE 4,38 0.00| 0 00:01:55.5¢6 u]
Z1e00605 4/ 4 O 0.00 99.99| 0 00:02:13.87 u]

The OpenVMS CPU Process Summary pane displays the following data:

Data Description

PID Process identifier, a 32-bit value that uniquely identifies a process.

Process Name Name of the process active on the CPU.

Priority Computable (xx) and base (yy) process priority in the format xx/yy.

State One of the process states listed in Appendix A.

Rate Percentage of CPU time used by this process. This is the ratio of
CPU time to elapsed time. The CPU rate is also displayed in the
bar graph.

Wait Percentage of time the process is in the COM or COMO state.

Time Amount of actual CPU time charged to the process.

Home RAD Where most of the resources of the process reside.

Displaying Single Process Information

When you double-click a PID on the lower part of an OpenVMS CPU Process
Summary (Figure 3-8), Memory Summary (Figure 3-10), or I/O Summary
(Figure 3-12) page, the Data Analyzer displays the first of several OpenVMS
Single Process pages.
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On these pages, you can click tabs to display specific data about one process.
Alternatively, you can display all of the information on the pages on a single
vertical or horizontal grid page.

This data includes a combination of data elements from the CPU Process,
Memory, and I/O pages, as well as data for specific quota utilization, current

image, and queue wait time. These pages are described in more detail in
Section 3.3.

The status bar in the OpenVMS CPU Process Summary Pane (Figure 3-8) shows
the total number of processes on the node, the number that are listed, and the
number that are filtered out. The status bar is updated with each data collection.
The data collection rate is determined by the customization of CPU process

data collection intervals. See Section 7.5 for instructions on how to change data
collection intervals.

3.2.3 Memory Summaries and Details

The Memory Summary and Memory Details pages contain statistics about
memory usage on the node you select. The Memory Summary pages displayed
for OpenVMS and Windows nodes are somewhat different, as described in the
following sections. The Memory Details page exists only for OpenVMS systems.

3.2.3.1 Windows Memory Summary

To display the Windows Memory Summary page, you can use either of the
following methods:

¢ Double-click a node, and then click the Memory tab (Figure 3-3).
e Double-click a value under the MEM heading (Figure 3-3).
The Data Analyzer displays the Windows Memory page (Figure 3-9).

Figure 3-9 Windows Memory

[ill]Node AFFC36 o [=] |

File Customize

(Mode Summary [CPU [Memory | Disk|

Memaory (127 42 Megabytes)

Current Extreme
Available 03.91 MB 903.85 ME
Cache 10. 66 ME 10.66 ME
Paged Pool 7.53 ME 7.52 MEB

Nonpaged Pool Z.41 ME Z.40 ME

Committed Bytes Z6.168 ME Z6.17 ME

Commit Limit 243.13 ME

Windows NT Intel node AFFC3E - Memory

The Current and Extreme amounts on the page display the data shown in the
following table. The table also indicates what the graph amounts represent.
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Data

Description

Available

Cache

Paged Pool

Nonpaged Pool

Committed
Bytes

Commit Limit

Size (in bytes) of the virtual memory currently on the zeroed, free, and
standby lists. Zeroed and free memory are ready for use, with zeroed
memory cleared to zeros. Standby memory is removed from a process’s
working set but is still available. The graph shows the percentage of
physical memory that is available for use.

Number of bytes currently in use by the system cache. The system
cache is used to buffer data retrieved from disk or LAN. The system
cache uses memory not in use by active processes on the computer. The
graph shows the percentage of physical memory devoted to the cache.

Number of bytes in paged pool, a system memory area where operating
system components acquire space as they complete their tasks. Paged
pool pages can be paged out to the paging file when the system does not
access them for long periods of time. The graph shows the percentage
of physical memory devoted to paged pool.

Number of bytes in nonpaged pool, a system memory area where
operating system components acquire space as they complete their
tasks. Nonpaged pool pages cannot be paged out to the paging file;
instead, they remain in memory as long as they are allocated. The
graph shows the percentage of physical memory devoted to nonpaged
pool.

Amount of available virtual memory (the Commit Limit) that is in use.
Note that the commit limit can change if the paging file is extended.
The graph shows the percentage of the Commit Limit used by the
Committed Bytes.

Size (in bytes) of virtual memory that can be committed without having
to extend the paging files. If the paging files can be extended, this limit
can be raised.

3.2.3.2 OpenVMS Memory Summary
When you double-click a value under the MEM heading in an OpenVMS Node
pane, or if you click the Memory tab, the Data Analyzer displays the OpenVMS
Memory Summary page (Figure 3-10).

Alternatively, if you click the View menu on the OpenVMS Memory Summary
page, the following options are displayed in a shortcut menu:

e Memory Summary View

e Memory Details View

You can click Memory Summary View to select the Memory Summary page,
shown in Figure 3-10.
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Figure 3-10 OpenVMS Memory Summary

[il]Node AFFS52 o [=]
File Fix Customize
[Mode Summary ICF'U |- 1f0 IDisk | Lock Contention [Cluster Summary |
Memary (1024 Megabytes)
Current Extreme
Free 862 ME 260 ME
Used 150 ME 151 ME
Mo dified 12 ME 12 MEB
Bad Pages u]

FID | Process Mame [ Count [ Size [ Extent | Rate [ I18]
Z02000E8 PWRESLMIEV 28720 39904 600000 .00 a.
20200258 WEEM$ SERVER 14992 20512 &00000 0.0oo a.
Z0Z000EE DECW§SERVER_O 14784 0512 00000 0.00 a.
20200093 DN 3ADVER 13144 18112 00000 0.0oo a.
Z0Z000EE PHWRESLMEROWSER 10448 1e000 00000 0.00 a.
Z0Z2000c0 DTGREET 8256 13312 600000 0.0oo a.
Z0Z000E2 PWRESLMMCE 7488 13216 &00000 0.0oo a.
Z0Z00Z 6D WEEM$ DCLSHCW 723 10912 00000 .00 a.
Z0Z000AD PWRESLICENSE_R 6076 11Z00 &00000 0.0oo a.
Z0Z000BC DCE§RECD BETZ 10912 00000 0.00 a.
Z0Z002D3 WEEM$ CPQHOST 54588 851z 600000 0.0oo a.
Z0Z000EF DTLOGIN 5328 851z &000a0 o.oo0 a.
20200082 SECURITY SERVER 5248 8312 600000 .00 a.
20200258 WEEM$ CPONIC 5136 8512 00000 0.0oo0 a.

Openyis Alpha node AFFS3Z - Memory Usage - process view 59 processes (58 listed, 1 filtered out)

The graph in the top pane of Figure 3—10 shows memory distribution (Free, Used,
and Modified) as absolute values, in megabytes of memory. Current and extreme
values are also listed for each type of memory distribution. (Free memory uses
the lowest seen value as its extreme.) Bad Pages show the number of pages that
the operating system has marked as bad.

The thresholds that you see in the graph are the ones set for the LOMEMY event.
(The LOMEMY thresholds are also in the display of values for the MEM field in
the OpenVMS Group/Node pane shown in Figure 2-25.)

The lower pane in Figure 3-10 displays the data shown in the following table,
including an abbreviation of the event that is related to each type of data, where
applicable.

Data Description Related Events
PID Process identifier. A 32-bit value that uniquely n/a

identifies a process.
Process Name  Name of the process. NOPROC,

PRCFND

Count Number of physical pages or pagelets of memory = LOWEXT

that the process is using for the working set

count.
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Data Description Related Events

Size Number of pages or pagelets of memory the LOWSQU
process is allowed to use for the working set size
(also known as the working set list size). The
operating system periodically adjusts this value
based on an analysis of page faults relative to
CPU time used.

Extent Number of pages or pagelets of memory in the LOWEXT
process’s working set extent (WSEXTENT) quota
as defined in the user authorization file (UAF).
Number of pages or pagelets cannot exceed the
value of the system parameter WSMAX.

Rate Number of page faults per second for the process. LOWSQU,
LOWEXT,
PRPGFL

1/0 Rate of I/O read attempts necessary to satisfy PRPIOR

page faults (also known as page read I/O or the
hard fault rate).

When you double-click a PID on the lower part of the Memory Summary

page (Figure 3-10), the Data Analyzer displays an OpenVMS Single Process
(Figure 3-23), where you can click tabs to display pages containing specific
data about one process. This data includes a combination of data from the CPU
Process, Memory, and I/O pages, as well as data for specific quota utilization,
current image, and queue wait time. These pages are described in Section 3.3.

The status bar in the Memory Summary page (Figure 3—10) shows the total
number of processes on the node, the number that are listed, and the number
that are filtered out. The status bar is updated with each data collection. The
data collection rate is determined by the customization of memory data collection
intervals. See Section 7.5 for instructions on how to change data collection
intervals.

3.2.3.3 OpenVMS Memory Details

When you click the View menu on the OpenVMS Memory Summary page
(Figure 3-10), the following options are displayed in a shortcut menu. To display
memory details, select that option.

e Memory Summary View
e Memory Details View (Alpha only)
The Data Analyzer displays the OpenVMS Memory Details page (Figure 3—11).
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Figure 3-11 OpenVMS Memory Details

[{/Node 2BOYS =IOl x|
File View Fix Customize el
(Wode Summary [TPU | Memory {10 | Disk {Lock Contention | Cluster Summary |
Successful Expansions: ) Total memory (® Galactic shared used Single RAD items
o . ) Avallable process memory @ Galactic shared unused ® Free list
Failed E“:;““s'“"“: ® Free list ® Global read-only ®) Modified list
system space replication: ) Modified list ® Total non-paged pool @ Non-paged pool
disabled (®) Resident code region [® Totalfree non-paged pool () Free non-paged pool
(@ Reserved page count
Linear Percentage
Memory measured in 8192 e pages
a2 19 2192 81920 Current Extreme
Total memory 31920Pos 21920P0s
Avallable process memary, T4170Pgs T4170Pgs
Free list TO152FPps TO152Pgs
Madified list 982Pas 982Pas
Resident code region 1024Pas 1024Pgs
Resened page count 0Pas 0Pus
Galactic shared used 0Pgs O0Fgs
Galactic shared unuzed [ 0Pgs
Global read-onky| 285Pas 285Pgs

Total non-paged pool

Total free non-paged poal
RAD O

Free list

Modified list

ron-paged pool

Free non-paged poal

1586 Pas 1586FPgs
1204 Pos 1204Pys

70152Pgs  T0152Pgs

982 Pgs 982Pgs
1586 Pas 1586Pgs
1204Pos 1204Pos

OpenvMS Alpha node 2BOYS - Memary Usage and RAD breakdown.

The following data items are in a box at the top left of the page:

Heading

Description

Successful Expansions
Failed Expansions

System space replication

Number of successful nonpaged pool expansions.
Number of failed attempts to expand nonpaged pool.

Whether system space replication is enabled or disabled.

To the right of the box is a list of system memory data that is displayed in the
bar graphs at the bottom of the page. You can toggle these data items on or off
(that is, to display them as bar graphs). You can also click a small box to choose
between Linear and Logarithmic bar graph displays.

The system memory data items are described in Table 3-5.
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Table 3-5 System Memory Data

Data Description

Total memory Total physical memory size, as seen by OpenVMS.

Available process memory Amount of total physical memory available to processes.
This is the total memory minus memory allocated to
OpenVMS.

Free list Size of the free page list.

Modified list Size of the modified page list.

Resident code region Size of the resident image code region.

Reserved page count Number of reserved memory pages.

Galactic shared used Galaxy shared memory pages currently in use.

Galactic shared unused Galaxy shared memory pages currently not in use.

Global read-only Read-only pages, which are installed as resident when

system space replication is enabled, that will also be
replicated for improved performance.

Total nonpaged pool Total size of system nonpaged pool.

Total free nonpaged pool Amount of nonpaged pool that is currently free.

To the right of the system memory data is a list of single RAD data items, which
are described in Section 3.3.7. You can toggle these items to display them in bar
graphs.

Table 3-6 Single RAD Data ltems

Data Description

Free list Size of the free page list.

Modified list Size of the modified page list.

Nonpaged pool Total size of system nonpaged pool.

Free nonpaged pool Amount of nonpaged pool that is currently free.

Below the list of single RAD items is a box where you can toggle between
Percentage and Raw Data to display Current and Extreme values to the right
of the bar graphs.

3.2.4 OpenVMS I/O Summary and Page/Swap Files

By clicking the I/O tab on any OpenVMS node data page, you can display a page
that contains summaries of accumulated I/O rates. In the top pane, the summary
covers all processes; in the lower pane, the summary is for one process.

From the View menu, you can also choose to display (in the lower pane) a list of
page and swap files.

3.2.4.1 OpenVMS I/O Summary

The OpenVMS I/O Summary page displays the rate, per second, at which I/O
transfers take place, including paging write I/O (WIO), direct I/O (DIO), and
buffered I/O (BIO). In the top pane, the summary is for all CPUs; in the lower
pane, the summary is for one process.

3-18 Getting Information About Nodes



Getting Information About Nodes
3.2 Node Data Pages

When you double-click a data item under the DIO or BIO heading on the Node
pane, or if you click the I/O tab, by default, the Data Analyzer displays the
OpenVMS I/O Summary (Figure 3—12).

Figure 3-12 OpenVMS I/O Summary

[i/Node DOGBOX i [=] S

File “iew Fix Customize

(Mode Summary [CPU [Memory [ifD ] Disk [ Lock Contention |Cluster Summary |

Percent of Threshold

Threshold Current Peak
Paging Write /O Rate 10.00 0.00 0.00
Direct I'O Rate 10.00 4,30 17.37
Buffered 10 Rate 20.00 1.26 2.13
Total Page Faults 20.00 0.00 0.00
Hard Page Faults 5.00 0.00 0.00
System Page Faults 15.00 0.00 0.00
Window Turn Rate 10.00 0.00 0.35

FID
20400420 | DNS$ADVER 0.00 0.17 0.00 3 100 126 13936 97

The graph in the top pane represents the percentage of thresholds for the types
of I/O shown in Table 3—7. The table also shows the event that is related to each
data item. For information about setting event thresholds, see Section 7.8.

Table 3-7 1/O Data Displayed

Related
Type of 1/0 I/0O Description Event
Paging Write I/O Rate of write I/Os to one or more paging files. HIPWIO
Rate
Direct I/O Rate Transfers are from the pages or pagelets HIDIOR
containing the process buffer that the system
locks in physical memory to the system devices.
Buffered I/O Rate Transfers are for the process buffer from an HIBIOR
intermediate buffer from the system buffer pool.
Total Page Faults Total of hard and soft page faults on the system, = HITTLP
as well as peak values seen during a Data
Analyzer session.
Hard Page Faults Total of hard page faults on the system. HIHRDP
System Page Faults Page faults generated by OpenVMS itself. HISYSP

Window Turn Rate Number of times that the file extent cache had to WINTRN
be refreshed.

Current and peak values are listed for each type of I/O. Values that exceed
thresholds set by the events indicated in the table are displayed in red on the
screen. Appendix B describes OpenVMS and Windows events.
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To the right of the graph, the following values are listed:

Value Description

Threshold Defined in Event Configuration Properties.

Current Current value or rate.

Peak Highest value or rate seen since start of data collection.

The lower pane displays summary accumulated I/O rates on a per-process basis.
The following data is displayed:

Data Description

PID Process identifier. A 32-bit value that uniquely identifies a process.
Process Name Name of the current process.

DIO Rate Direct I/O rate. The rate at which I/O transfers occur between the

system devices and the pages or pagelets that contain the process
buffer that the system locks in physical memory.

BIO Rate Buffered I/0 rate. The rate at which I/O transfers occur between the
process buffer and an intermediate buffer from the system buffer pool.

PIO Rate Paging I/O rate. The rate of read attempts necessary to satisfy page
faults (also known as page read I/O or the hard fault rate).

Open Files Number of open files.

DIO Avail Direct I/O limit remaining. The number of remaining direct I/O limit

operations available before the process reaches its quota. DIOLM quota
is the maximum number of direct I/O operations a process can have
outstanding at one time.

BIO Avail Buffered I/O limit remaining. The number of remaining buffered I/O
operations available before the process reaches its quota. BIOLM quota
is the maximum number of buffered I/O operations a process can have
outstanding at one time.

BYTLM The number of buffered I/O bytes available before the process reaches
its quota. BYTLM is the maximum number of bytes of nonpaged
system dynamic memory that a process can claim at one time.

Files Open file limit remaining. The number of additional files the process
can open before reaching its quota. The FILLM quota is the maximum
number of files that can be opened simultaneously by the process,
including active network logical links.

When you double-click a PID on the lower part of the I/O Summary page, the
Data Analyzer displays an OpenVMS Single Process, where you can click tabs to
display specific data about one process. See Section 3.3 for more details.

The status bar in the OpenVMS I/O Summary page (Figure 3—-12) shows the total
number of processes on the node, the number that are listed, and the number that
are filtered out. The status bar is updated with each data collection. The data
collection rate is determined by the customization of I/O data collection intervals.
See Section 7.5 for instructions on how to change data collection intervals.
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3.2.4.2 OpenVMS I/0 Page/Swap Files

Click I/O Page/Swap Files on the I/O page View menu to select this option. The
Data Analyzer displays an OpenVMS I/O Page/Swap Files page. The top pane
displays the same information as that in the OpenVMS I/O Summary page
Figure 3-12. The lower pane contains the I/O Page/Swap Files pane shown in
Figure 3-13.

Figure 3-13 OpenVMS I/0 Page/Swap Files

HostMode | File Mame [ Used [ %Used | Total | Resemable
MATE DISK$MAWK_PAGE: [S¥S0.5YSEXE]PAGEFI. .. 54974 42.49 10000z -41145

l

OpenyviS vax node MAVWK - 10 Summary - memary file view: 2 memary files (1 listed, 1 filtered out)

The I/O Page/Swap Files pane displays the following data:

Data Description
Host Name Name of the node on which the page or swap file resides.
File Name Name of the page or swap file. For secondary page or swap files, the

file name is obtained by a special AST to the job controller on the
remote node. The Data Analyzer makes one attempt to retrieve the file

name.

Used Number of used blocks in the file.

% Used Of the available blocks in each file, the percentage that has been used.
Total Total number of blocks in the file.

Reservable The number of reservable blocks in each page or swap file currently

installed. Reservable blocks are blocks that might be logially claimed
by a process for future physical allocation. A negative value indicates
that the file might be overcommitted. Although a negative value is
not an immediate concern, it indicates that the file might become
overcommitted if physical memory becomes scarce.

Notes

OpenVMS Versions 7.3-1 and higher do not have a page or swap file
“Reservable” field. The Data Analyzer displays N/A in the field for these
versions of OpenVMS.

If events for secondary page and swap files are signaled before the Data
Analyzer has resolved their file names from the file ID (FID), events such
as LOPGSP display the FID instead of file name information. You can
determine the file name for the FID by checking the File Name field in
the I/O Page Swap Files page. The FID for the file name is displayed
after the file name.

The status bar in the OpenVMS I/O Page/Swap Files pane (Figure 3—13) shows
the total number of page and swap files on the node, the number that are listed,
and the number that are filtered out. The status bar is updated with each
data collection. The data collection rate is determined by the customization of
page/swap data collection intervals. See Section 7.5 for instructions on how to
change data collection intervals.
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3.2.5 Disk Summaries

The Disk tab on the Node Summary page (Figure 3—4) allows you to display disk
pages that contain data about availability, count, and errors of disk devices on
the system. OpenVMS disk data displays differ from those for Windows nodes, as
described in the following sections.

On OpenVMS pages, the View menu lets you choose the following disk
summaries:

e Status Summary
e  Volume Summary

Also, on the Disk Status Summary, you can double-click a device name to display
a Single Disk Summary page.

3.2.5.1 OpenVMS Disk Status Summary

To display the default disk page, the OpenVMS Disk Status Summary page
(Figure 3-14), click the Disk tab on the OpenVMS Node Summary page

(Figure 3—4). The Disk Status Summary page displays disk device data, including
path, volume name, status, and mount, transaction, error, and resource wait
counts.

Figure 3-14 OpenVMS Disk Status Summary

o x|

File “iew Customize

(Mode Summary [CPU [Memory {70 [[Disk} Lock Contention [ Cluster Summary |

Device ame | HostPath | Volume Mame | Status | Error | Trans | Mount | RWait |
58558DEAZ00 | ANDAZA $855DEAZO0 Mounted 4 1 1 O]a
$855DEAIOD | ANDAZA $B55DEAIDD Mounted 4 1 1 o
5855DEA400 | ANDAZR $8535DKAL00 Mounted 4 1 1 u}
4854DEAB00 | ANDAZA $854DKAROD Mounted 74 1 1 u}
5834DEADO0 | ANDAZA $853DKAS00 Mounted Z 1 1 u}
$865DEAD ANDAZA $865DKAD Mounted 1 1 1 u}
$865DEAL ANDAZA $B65DEAL Mounted 1 1 1 o
S8 ESDEAZ ANDAZA $8B35DKAZ Mounted 1 1 1 u}
§865DEAT ANDAZA $B63DEAS Mounted u} 1 1 o
58 65DEAL ANDAZA $863DKAL Mounted u] 1 1 u}
S8 E3DEAS ANDAZA $8645DKAS Mounted 1 1 1 u}
§88845DKAZOD | ANDAZA $88E85DKAZ00 |Mounted u] 1 1 u}
DSAD ANDAZA | DSAD Mounted 0 1 1 0
psal ANDAZA | OCATA OLD | Mounted 0 1 1 0
DSA1999 LNDAZA |SPNKY TST | Mounted 0 1 1 0
DSAZ ANDAZA | COBRA3_S¥S | Mounted i 1 1 0
DSA3 ANDAZA | OCALA NSYS |Mounted 0 1 1 0
DSA333 ANDAZA | D3A333 Mounted 0 1 1 0
DEAd ANDAZA | DISKSREGRES |Mounted 0 13 1 of+|

OpenyMS Alpha node ANDAZA, - Disk Survey - Status: 315 disks (177 listed, 133 filtered ..

Note

Disk status data is accurate only if every node in an OpenVMS Cluster
environment is in the same group. You might lose accuracy if you do not
have all the nodes of a cluster in one group.

To ensure that the disk status data is accurate for an OpenVMS Cluster,
it is recommended that you enable background data collection for the disk
status data. See Section 7.5 on how to do this.
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This summary displays the following data:

Heading Description
Device Name Standard OpenVMS device name that indicates where the device is
located, as well as a controller or unit designation.
Host Path Primary path (node) from which the device receives commands.
Volume Name Name of the mounted media.
Status One or more of the following disk status values:
Alloc Disk is allocated to a specific user.
CluTran Disk status is uncertain because of a cluster
state transition in progress.
Dismount Disk in process of dismounting; may be
waiting for a file to close.
Foreign Disk is mounted with the /FOREIGN
qualifier.
Invalid Disk is in an invalid state (most likely Mount
Verify Timeout).
MntVerify Disk is waiting for a mount verification.
Mounted Disk is logically mounted by a MOUNT
command.
Offline Disk is no longer physically mounted in
device drive.
Online Disk is physically mounted in device drive.
Shadow Set Disk is a member of a shadow set.
Member
Unavailable Disk is set to unavailable.
Wrong Volume Disk was mounted with the wrong volume
name.
Wrtlck Disk is mounted and write locked.
Error Number of errors generated by the disk (a quick indicator of device
problems).
Trans Number of in-progress file system operations for the disk.
Mount Number of nodes that have the specified disk mounted. (These

nodes must have the Data Collector installed and running to be
participate in the mount count.)

Rwait Indicator that a system I/O operation is stalled, usually during
normal recovery from a connection failure or during volume
processing of host-based shadowing.

The status bar in the OpenVMS Disk Status Summary (Figure 3-14) shows

the total number of volumes on the node, the number that are listed, and the
number that are filtered out. The status bar is updated with each data collection.
The data collection rate is determined by the customization of disk status data
collection intervals. See Section 7.5 for instructions on how to change data
collection intervals.
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3.2.5.2 OpenVMS Single Disk Summary
To collect single disk data and display the data on the Single Disk Summary,
double-click a device name on the Disk Status Summary. Figure 3-15 is an
example of a Single Disk Summary page. The display interval of the data
collected is 5 seconds.

Note that you can sort the order in which data is displayed in the Single Disk
Summary page by clicking a column header. To reverse the sort order of a column
of data, click the column header again.

Figure 3-15 OpenVMS Single Disk Summary

Single Disk <KOINE3SDKA200> BEE

File Customize Help
Mode | Status | Errars | Trans | RWait| Free | Glen | OpReM
AMDES ** no data ** - - - - - -
AMDSE Mounted u] 1 u] 1035335 0.0 0.0
AMDET Mounted u] 1 u] 1035335 0.o 0.0
AMDSE Mounted u] 1 u] 1035335 0.0 0.0
AMIE4 Mounted u] 1 u] 1035335 0.o 0.0
EOINE Mounted u] 1 u] 1035335 0.0 0.0
EOINEZ Mounted u] 1 u] 1035335 0.o 0.0

Single Disk <kKOINE3$OKAZ00=

This summary displays the following data:

Data

Description

Node
Status
Errors
Trans

Rwait
Free
QLen
OpRate

Name of the node.
Status of the disk: mounted, online, offline, and so on.
Number of errors on the disk.

Number of in-progress file system operations on the disk (number of open
files on the volume).

Indication of an I/O stalled on the disk.
Number of free disk blocks on the volume.
Average number of operations in the I/O queue for the volume.

Each node’s contribution to the total operation rate (number of I/Os per
second) for the disk.
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3.2.5.3 OpenVMS Disk Volume Summary

By using the View option on the Disk Status Summary page (Figure 3—14), you
can select the Volume Summary option to display the OpenVMS Disk Volume
Summary (Figure 3-16). This page displays disk volume data, including path,
volume name, disk block utilization, queue length, and operation rate.

Figure 3-16 OpenVMS Disk Volume Summary

[JMode AFFS51 =10] x|
File “iew Fix Customize -
(Mode Summary [CPU [Memory |10 [[Disk] Lock Contention [ Cluster Summary |

Device Name] Host Path [violume Na..| [ % Used Free | Queue | OpRate  [Physical Size[volume Size [Volume Limit

$45D1. .. | AFFHST ATLFHA... 6997770 [MEEETEE| 1330258 0.00 0.06| 8378028 | 8378028 | 858931z
$4§D0U... |AFFH3IT COMMON S SET067S (MESENIE| 2707353 0.00 0.00| 8378028 | 8378028 | 8389312
$45DU. .. | AFFH3T KITS 4786650 (MEAETEAAE| 3591360 0.00 0.00| 8378028 | 8378028 | 83589312
$45D1. .. | AFFHST QUORTM 6512100 [MEEEAE| 1565928 0.00 0.14| 8378028 | 8378028 | 85589312
$4§D0U... |AFFH3IT TSERL T197696 (MESETEGE| 1180332 0.00 0.00| 8378028 | 8378028 | 8389312
$45DU. .. | AFFH3T TIERZ T359615 (MEAETEAE| 1018413 0.00 0.00| 8378028 | 8378028 | 83589312

OpenvMS Alpha node AFFSS1 - Disk Survey - Volumes: 11 wolurmes (6 listed, 5 filtered out)

Note

Disk volume data is accurate only if every node in an OpenVMS Cluster
environment is in the same group. You might lose accuracy if you do not
have all the nodes of a cluster in one group.

To ensure that the disk volume data is accurate for an OpenVMS Cluster,
it is recommended that you enable background data collection for the disk
volume data. See Section 7.5 on how to do this.

The Disk Volume Summary page displays the data described in the following
table. (The last two columns, Volume Size and Volume Limit, are displayed only
on OpenVMS Version 7.3-2 and later systems.)

Data

Description

Device Name

Host Path
Volume Name
Used

% Used

Free
Queue

OpRate

Physical Size

Standard OpenVMS device name that indicates where the device is
located, as well as a controller or unit designation.

Primary path (node) from which the device receives commands.
Name of the mounted media.
Number of blocks on the volume that are in use.

Percentage of the number of volume blocks in use in relation to the
total volume blocks available.

Number of blocks of volume space available for new data from the
perspective of the node that is mounted.

Average number of I/O operations pending for the volume (an
indicator of performance; less than 1.00 is optimal).

Operation rate for the most recent sampling interval. The rate
measures the amount of activity on a volume. The optimal load is
device specific.

Total number of blocks on the current physical disk device. This is
the "Total Blocks" field of the $SHOW DEVICE/FULL display
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Data Description

Volume Size Current number of blocks available for file allocation. This is the
"Logical Volume Size" field of the $SHOW DEVICE/FULL display.
(For more information, see $SET VOLUME/SIZE.) This column is
displayed only on OpenVMS Version 7.3-2 and later systems.

Volume Limit Maximum number of blocks the volume can reach using Dynamic
Volume Expansion. This is the "Expansion Size Limit" of $SHOW
DEVICE/FULL display. (For more information, see $SET
VOLUME/LIMIT.) This column is displayed only on OpenVMS
Version 7.3-2 and later systems.

If the Data Analyzer detects that a disk volume size has increased, an VLSZCH
event is signalled:

AFFS55 Volume size of device $8S$SDKA200 (OPAL-X9U6) has changed

Node Device Volume
name name name

The status bar in the OpenVMS Disk Volume Summary (Figure 3—16) shows

the total number of volumes on the node, the number that are listed, and the
number that are filtered out. The status bar is updated with each data collection.
The data collection rate is determined by the customization of disk volume data
collection intervals. See Section 7.5 for instructions on how to change data
collection intervals.

3.2.5.4 Windows Logical and Physical Disk Summaries
On Windows nodes, the View menu lets you choose the following summaries:

e Logical Disk Summary
e Physical Disk Summary

Windows Logical Disk Summary

A logical disk is the user-definable set of partitions under a drive letter. The
Windows Logical Disk Summary displays logical disk device data, including path,
label, percentage used, free space, and queue statistics.

To display the Logical Disk Summary page, follow these steps:

1. Double-click a node name in the Node pane to display the Windows Node
Summary.

2. Click the Disk tab on the Windows Node Summary.

The Data Analyzer displays the Windows Logical Disk Summary page
(Figure 3-17).
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Figure 3-17 Windows Logical Disk Summary

L1]Node AFFC36 =1olx|

File View Fi Customize Help

{Node Summary |CPU [Memary | Disk|

Disk Path Label 4 % Lse Free |Current QueueAverane Quel elTransfersiSe Sed % Busy
C: |AFFC3I6|AFFC3G| FAT 347 MB 7o [T o 0.00 | ©0.00| 0,00
D: |APFC3E| 177 MB| o | 0.00 | ©0.00 | o0.00| D.0Q
E: |AFFC36| 1305 MB [1] 0.00 | 0.00 | 0.00 | 0.00)
Total AFFC36 1829 MB 0 p:00 | 0.00 0.00 | 0.0

r

Windows NT Intel node AFFC36 - Logical Disk Summary

This summary displays the following data:

Data Description

Disk Drive letter, for example, c:, or Total, which is the summation of
statistics for all the disks.

Path Primary path (node) from which the device receives commands.

Label Identifying label of a volume.

Type File system type; for example, FAT or NTFS.

% Used Percentage of disk space used.

Free Amount of free space available on the logical disk unit.

Current Queue

Average Queue

Number of requests outstanding on the disk at the time the
performance data is collected. It includes requests in progress
at the time of data collection.

Average number of both read and write requests that were queued
for the selected disk during the sample interval.

Transfers/Sec Rate of read and write operations on the disk.

KBytes/Sec Rate data is transferred to or from the disk during write or read
operations. The rate is displayed in kilobytes per second.

% Busy Percentage of elapsed time that the selected disk drive is busy

servicing read and write requests.

Windows Physical Disk Summary

A physical disk is hardware used on your computer system. The Windows
Physical Disk Summary displays disk volume data, including path, label, queue
statistics, transfers, and bytes per second.

To display the Windows Physical Disk Summary, follow these steps:
1. Click the View menu on the Windows Logical Disk Summary.
2. Click the Physical Disk Summary menu option.

The Data Analyzer displays the Windows Physical Disk Summary page
(Figure 3-18).
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Figure 3-18 Windows Physical Disk Summary

1] Mode AFFC53 = B
File  Wiew Customize
(Node Summary [ CPU [Memary |Disk]

Disk | Fath | Current Queue| Average Gueue TransfersISec| kBytesiSec | % Busy | % Read Busy | % Wirite Busy

a AFFCS3 u] 0.oa0 0.z0 0.70 0.03 0.00 0.03

Total | AFFCS3 0 0.00 0.20 0.70 0.03 0.00 0.03

[4]

1]

[»]

wWindows NT Intel node AFFCS3 - Physical Disk Summary

This page displays the following data:

Data Description

Disk Drive number, for example, 0, 1, 2 or Total, which is the summation
of statistics for all the disks.

Path Primary path (node) from which the device receives commands.

Current Queue Number of requests outstanding on the disk at the time the

performance data is collected; it includes requests in service at
the time of data collection.

Average Queue Average number of read and write requests that were queued for
the selected disk during the sample interval.

Transfers/Sec Rate of read and write operations on the disk. The rate is displayed
in kilobytes per second.

KBytes/Sec Rate bytes are transferred to or from the disk during read or write
operations. The rate is displayed in kilobytes per second.

% Busy Percentage of elapsed time the selected disk drive is busy servicing
read and write requests.

% Read Busy Percentage of elapsed time the selected disk drive is busy servicing
read requests.

% Write Busy Percentage of elapsed time the selected disk drive is busy servicing
write requests.

3.2.6 OpenVMS Lock Contention

To display the OpenVMS Lock Contention page, click the Lock Contention tab on
the OpenVMS Node Summary page (Figure 3—4). For all the nodes in the group
you have selected, the Lock Contention page displays each resource for which a
lock contention problem might exist.

Note

Lock contention data is accurate only if every node in an OpenVMS
Cluster environment is in the same group. You might lose accuracy if you
do not have all the nodes of a cluster in one group.

To ensure that the lock contention data is accurate for an OpenVMS
Cluster, it is recommended that you enable background data collection for
the lock contention data. See Section 7.5 on how to do this.
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3.2.6.1 Lock Contention Page in Decoded Format

Figure 3-19 shows a sample Lock Contention page containing resource names in
decoded format, which is the default.

Figure 3-19 OpenVMS Lock Contention (Decoded Format)

[J1]Node AFFS511

=10 x|

File “iew Fix Customize

fNDdE Summary |CPU [Memory [I/O | Disk [[Lock Contention

&

Resource Name

@ A QMAN: JEC_ALIVE_OL
© A QMAN: JBC_ALIVE 01
@ A QMaNsJBEC_ALIVE 01
@ A QMAN: JEC_ALIVE_OL
© A QMAN: JBC_ALIVE 01
@ A QMaNsJBEC_ALIVE 01
@ A QMAN: JEC_ALIVE_OL
© A QMAN: JBC_ALIVE 01
@ A BEGSMASTER_LOCK

@ M DEC#MASTEE_LOCK

© A REGSMASTER_LOCK

© M APACHE$ACCEPT_0000023d
©- A LPACHES PARENT_00000Z3D
@ A PURKS LMSRV_ALIVE_ZOS000BA. .. ..

Master Node
AFF2E

AFFEE
AFFS5Z

Parent Resource Name Duration
1E21:
1E1:
121t

GrfCw /Wt /St

Statu:
DIRENT
DIRENT
DIRENT

AFFS1Z
AFF2E
AFFE7

121t
1E21:
1E1:

DIRENT
DIRENT
DIRENT

AFFSEL Q Mgr file for $4§DUAZL0(E458,2,0} 01:Z1:24 - VALID
AFFSE Q Mygr file for AFFEE{DFA400(6796,3,0) 0l:21:22 - VALID
AFFS7 0 Mgr file for AFFS73DHALO0(6430,4,0) 01:21:22 - VALID
AFFSEZ Q Mgr file for $4{DUAL30(465,1,0} 01:Z1:22 - VALID
AFFSE 0 Mgr file for $Z¢DIAZ(313Z,5,0) 0l:21:22 - VALID
AFFSZ3 0 Mgr file for AFFSZ3$DED30(6648,7,0) 01:21:28 - VALID
AFF21Z Q Mgr file for AFFELZ$DEAZ0(E154,4,0} 01:Z1:22 - VALID
AFFSE Q Mgr file for $8¢DKAO0(SZ74,30,0) 01:21:23 - VALID

ocooococoocoocooooo

RSB
Hode
Parent
Ciuration
Status
alBlk
dump

REG$MASTER_LOCK

FFFFFFFFTFECSAS0
AFFST

001:21:22

DIRENTRY VALID

0000: 53464641 00000117 __AFFS
0008: 00000001 00000037 7.

|

OpenyviS Alpha node AFFS11 - Lock Contention

(You can display a tooltip similar to the one shown in Figure 3—19 by holding the
cursor on a resource line. See the Note in the introduction to this chapter for
further details.)

By selecting the View menu (on the Lock Contention page), followed by the
Resource names menu item, you can choose to display the resource name and
parent resource name in either of two formats:

Raw format (the format that SDA uses)
Decoded format (the default format)

Figure 3-19 displays the resource names in decoded format. (The Data Analyzer
decodes common resource names.)

The Lock Contention page displays the data described in Table 3—8. Numbered
lines correspond to lines or items of data in the Lock Contention Log
(Example 3-1).

Table 3-8 Data on the OpenVMS Lock Contention Page

Lock

Log

Reference

Number Data Description

1 Resource Name Resource name associated with the $ENQ system service

call.

(continued on next page)
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Table 3-8 (Cont.) Data on the OpenVMS Lock Contention Page

Lock

Log

Reference
Number Data

Description

2 Master Node

Parent Resource

4 Duration
5 Gr/Cv/Wt/St
6 Status

Node on which the resource is mastered.

Name of the parent resource. No name is displayed when a
parent resource does not exist.

Time elapsed since the Data Analyzer first detected the
contention situation.

Total number of locks in each of four states. Numbers for
these states appear only when you are collecting lock data.
The states are:

e Granted

e Converting
e  Waiting

e Stalled

Stalled indicates one of several states whenever a lock is
waiting for a response from another node in the cluster.

Status of the lock. See the SENQW description of flags in
the HP OpenVMS System Services Reference Manual.

The tooltip that is displayed when you hold the cursor over a line of data in
Figure 3-19 contains the data described in Table 3-8, as well as the information

described in Table 3-9.

Table 3-9 Lock Contention Tooltip Data

Reference

Number Data Description

7 RSB Address of the Resource Block

8 ValBlk dump Resource Value Block dump in standard OpenVMS dump

format

3.2.6.2 Lock Contention Page in Raw Format

Figure 3-20 shows the Lock Contention page with resource name data displayed
in raw format. It also shows the tooltip that is displayed when you hold the

cursor over a line of data.
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Figure 3-20 OpenVMS Lock Contention (Raw Format)

3.2 Node Data Pages

[[l]Node AFF511 =lo| x|

File view Fix Customize

(Wode Summary [CPU [Memory

Pesource Nawe Master Node Parent Resource Nawe Duration Cr/Cw/We /8t  Status

(o )’ APACHE{ACCEPT_0000023d AFFEE o - - DIRENT
o= )" APACHE; PARENT 00000Z3D AFFS8 o DIRENT
[ )’ DURE LMSRV_ALIVE_Z08000BA. ... .. AFFSEZ o DIRENT
Lo )’ QMAN: JEC_ALIVE_OL1 AFFSEL QMAN$MER_$45DUAZLO o VALIL
@ A QMaNsJBEC_ALIVE 01 AFFSG QMANSMSR_AFFS6$DHA400. ] VALID
[ )’ QMAN$ JEC_ALIVE_OL1 AFF27 QMAN$MER _AFFE7$DKEALOD. o VALID
Lo )’ QMAN: JEC_ALIVE_OL1 AFFSEZ QMAN$MER_$45DUAL30. ... o VALIL
@ A QMaNsJBEC_ALIVE 01 AFFSS QMANSMSR $23DIAZ. ] VALID
[ )’ QMAN$ JEC_ALIVE_OL1 AFF222 QMAN$MER _AFFSZ34DED200. . o VALID
Lo )’ QMAN: JEC_ALIVE_OL1 AFFE1Z QMAN$MER_AFFS1Z3DHAZOO. . Z o VALIL
@ M QraNs IBC_ALIVE 01 AFFS8 QMANSMSR_$8$DHAD. .. ... _.__ a VALID
[ )’ DEG#MASTER_LOCK AFF21Z o DIRENT
(o )’ REGFMASTER_LOCK AFFEE o DIRENT
@ M BEGSMASTER_LOCK AFFE7 ] DIRENT]

RSH
Mode
Parent
Duration
Status
YalBlk
dump

REG$MASTER_LOCK
FFFFFFFF7FECIASD

AFFST

001:24:24
DIRENTR'Y WALID

0000: 53464641 00000117
0008: 00000001 00000037 7.

<

OpenviMs Alpha node AFFS11 - Lock Contention

In Figure 3-20, notice that a period is substituted for each unprintable character
in the Resource Name and Parent Resource Name fields.

3.2.6.3 Lock Block Data

When you click the handle that precedes any line of resource data, the Data
Analyzer displays the lock block data that is shown in Figure 3-21 and

Figure 3-22.

Figure 3-21 OpenVMS Lock Block Data

| 1/Node ANDA1A =10l x|
File wiew Fix Customize
ande Summary [CPU [Memary [I7O | Disk [ Lock Contention rCIuster Summary|
B Resource Name Master Node Parent Resource Name Duration Cr/Cw/Uc/8c  Statu:s
@ 1o0cENs = WILD4 0 22:34:50 ——-—-—— VALID ||
@ M Io0cENs_zzeze 3PHEYZ 0 22:33:50 1404170 VALID
Node State Process Name LEID Mode Duration Flags
SPHNEYZ Granted System Lock 0Z0003DA EX 0 01:1%9:29 SYSTEM NOQUOTA CWTSYS NODLCEW MODLC)
SPNEYZ Waiting System Lock 0Z0003ES EX 0 0l:13:23 STSTEM NOQUOTA CWTSTS NODLCEW NODLC
(o )’ IOGEN: 32767 EEJEOZ 0 22:33:49 VALIL
@ M I0GENS 444 ANDALA 0 22:35:01 VALID
[ )’ IOGENY_&00 SABLZ 0 Z2:34:E0 VALID
(o )’ IOGEN: _742 ECRPOP 0 ZzZ:34:E0 VALIL
@ M I0cENs Baz SGREOP 0 22:34:50 VALID
[ )’ IOGENY_85 ANDALR 0 22:35:01 VALID
(o )’ IOGEN:_S6 ANDALA 0 Zz:35:01 VALIL
@ M I0cENs_sse ANDAZA 0 22:34:50 DIRENT|
@ )QmsJBC_ALIVE_Dl WILD4 Q Mgr file for DSA4{E33,4619Z,0) 0 00:4&:09 105170 VALID
Node State Process Name LEID Mode Duration Flags
GUWANG Granted JOB_CONTROL 1A007414 EX 0 00:07:51 MOQUEUE
CWANC Waiting QUEUE_MAINAGER EOOQE4ED CR 0 00:07:E1 NODLCEW
@ )’WRITER WILDZ Audit Srv Jrnl DISE#RECRES(6748,2ZE5,.0) 0 0l:13:38 FSLESO/O VALIL
Hode State Process Name LEID Mode Duration Flags
ANDAZRE Cranted AUDIT_SERVER 1300F702 pus 0 0l:13:18 CONVERT NODLCEW NODLCEKELE
ADEEBUG Convert AUDIT_SERVER 0E00FELE HL/PW 0 0l:13:18 CONVELRT NODLCEW NODLCKELE
ANDAZRE Convert AUDIT_ SERVER 1000F47B NL/PW 0 0l:-13:-18 CONVERT NODLCEW NODLCEELE
SCRPOP Convert AULIT_SERVER 0700ELEF HL/PW 0 0l:13:18 CONVERT NODLCEW NODLCEELE
EPNEY Convert AUDIT_SERVER 0300F47Z HL/PW 0 0l:13:18 CONVELRT NODLCEW NODLCKELE
EBJEOZ Convert AUDIT_ SERVER 3000F36E NL/PW 0 0l:-13:-18 CONVERT NODLCEW NODLCEELE
FLAMS7 Convert AULIT_SERVER OBOQEF1C HL/PW 0 0l:13:18 CONVERT NODLCEW NODLCEELE
OCALA Convert AUDIT_SERVER 1Z00F35D HL/PW 0 0l:13:18 VALELE CONVERT NODLCEW NODLCEELE z
B [v]

OpenyMS Alpha node ANDATA - Lock Contention
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Figure 3-22 OpenVMS Lock Block Data (Retry Stalled State)

File ‘“iew Fix Customize

(hode Summary [CPU [Memory [1fO | Disk [Lock Contention | Cluster Summary |

E Resource Name Haster HNode Parent Resource Name Duration

Q )’DTI$SYSTEH$KDINE3 KOINEZ 0 00:059:Z23
Node State Process Name LEID Mode Duration Flags
KOINEZ Retry TP_SERVER 36000878 HL/EX 0 00:08:13 STYSTEM

9 )’QHAN$JBC_ALIVE_01 KOINE Q0 Myr file for $13DEA300(Z054,2, 0} 0 00:11:27
Node State Process Name LEID Mode Duration Flags
KOINE Granted JOE_CONTEROL 1E0OO344 EX 0 00:11:13 HOQUEY
KOINE Waiting QUEUE_MAMAGER 01000358 CR 0 00:11:13 HODLCH

OpenyM3 Alpha node KOINE - Lock Contention

The lock block data in these two figures includes additional lock information
under the headings shown in Table 3—-10. Numbered lines correspond to lines or
items of data in the Lock Contention Log (Example 3-1).

Table 3-10 Lock Block Data

Reference
Number Data Description
9 Node Node name on which the lock is granted.
10 State One of the following:
Color Meaning
Green Granted
Yellow Converting
Pink Waiting
Pale grey Stalled states that are visible:
SCSWAIT: A transient state indicating that
a lock message has been sent to the node
with the master lock and a response is
awaited.
RETRY: A transient state seen only under
error conditions that require that a lock
message be resent. This can occur if the
node to which a lock message was sent goes
down before a response from it is received
or if resources for sending a message cannot
be allocated.
11 Process Name of the process that owns the blocking lock.
Name
12 LKID Lock ID value (which is useful with SDA).

(continued on next page)
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Table 3-10 (Cont.) Lock Block Data

Reference

Number Data Description

13 Mode One of the following modes in which the lock is granted or
requested:!

CR Concurrent read  Grants read access and allows
resource sharing with other
readers and writers.

CW Concurrent Grants write access and allows

write resource sharing with other
groups.

EX Exclusive Grants write access and prevents
resource sharing with any other
readers or writers.

NL Null Grants no access; used as
an indicator of interest or a
placeholder for future lock
conversion.

PR Protected read Grants read access and allows
resource sharing with other
readers, but not writers.

PW Protected write Grants write access and prevents
resource sharing with any other
readers or writers.

If one mode is displayed, it is the Granted mode; if two modes

are displayed, the first is the Granted mode and the second is

the Converting mode.

14 Duration Length of time the lock has been in the current queue since the
console application found the lock.

15 Flags Flags specified with the $ENQW request. See the $ENQW

entry in HP OpenVMS System Services Reference Manual.

1Descriptions are from Goldenberg, Ruth, and Saravanan, Saro, OpenVMS AXP Internals and Data
Structures, Version 1.5, Digital Press, 1994.

To interpret the information displayed on the OpenVMS Lock Contention
page, you need to understand OpenVMS lock management services. For more
information, see the HP OpenVMS System Services Reference Manual.

3.2.6.4 Lock Block Log File

Example 3-1 contains an excerpt of a lock block log file. You can find a lock block
log file in either of the following locations:

System File Name Location

Windows AvailManLock.log Installation directory

OpenVMS AvailManLock.log, Directory to which AMDS$AM_LOG logical
prefaced by points

AMDS$AM_LOG

Numbers preceding lines or items of data in Example 3—1 correspond to numbered
lines in Table 3-8, Table 3-9, and Section 3.2.6.3. Table 3—11 contains lines or
items of data in a lock block log file that are not described in the other tables in
this section.
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Table 3-11 Additional Data in the Lock Block Log File

Lock

Log
Reference
Number

Data from Example

Description

16

17
18

19

20

21

22

23

24

Reason for logging

GGMODE/CGMODE

Resource Name
Dump

RDB global
database name
resource

Parent Resource
Name Dump

RDB global
database name
resource

Lock data is being
collected

Master copy info.
Remote Node

Master copy info.
Remote Lock ID

In the example, the reason for logging is "the number
of locks has changed." Other reasons include the "initial
discovery of resource contention" or "lock data collection
has been turned on."

Lock has been Granted/Lock is Converting.
OpenVMS style of Resource Name dump.

Decoded Resource Name.

OpenVMS style of Parent Resource Name dump.

Decoded Parent Resource Name.

The handle preceding a line of lock data has been turned.

Remote node that contains the master copy of the lock.
If “Local Copy,” only one node is interested in the lock.

Lock ID of remote node that contains the master copy of
the lock.

Example 3-1 Lock Block Log File

Khkkkkkhkhkkkkkhkhhhhhhrrkdkhhhhhhrrxdhhhhhhhhxrxdkx

Time: 11-Nov-2003 14:54:13.

656

16)Reason for logging: Number of locks has changed

2) Master Lock Node: ALTOS

1) Resource Name: I.....

17) GGMODE/CGMODE : EX/EX

6) Status: VALID

7) RSB Address: FFFFFFFE.889F1580

18) Resource Name Dump (includes initial count byte):

0000: 000200 00004906 .I.....

8) Value Block Dump:

0000: 00000000 00000000 ........
0008: 00000000 00000000 ........

19) Rdb Remote monitor resource

#: 2
3) Parent Resource Name: Y...D....VDEROOT LT
7) RSB Address: FFFFFFFE.8847DB80
20) Resource Name Dump (includes initial count byte):
0000: 00004400 0000DDIC ..... D..

0008: 4F4F5245 44560200 ..VDEROO
0010: A0002020 20202054 T
0018: 00 00000237 7....
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8) Value Block Dump:
0000: 00000000 00000000

0008: 00000000 00000000

21) Rdb global database name resource
Disk volume name: VDEROOT

FID for file: (14240,2,0)
22) Lock data is being collected

Getting Information About Nodes
3.2 Node Data Pages

5) Granted lock count: 1
5) Conversion lock count: 0
5) Waiting lock count: 4
5) Stalled lock count: 0
10) 9) 11) 12) 13) Master copy info: 15)
Lock Node  Process Process Lock Gr/Cv Remote Remote  Flags
State PID Name 1D Mode Node Lock ID
23) 24)
Granted ALTOS 28E00441 RDMS_MONITOR70 04014B37 EX (Local copy) NQUE SYNC SYS
Waiting ALTOS 2880023F RDMS_MONITOR70 4C0065B5 PR TSAVO 32005001 SYNC SYS NDLW
Waiting ALTOS 00000000 (EPID=28A0023D) 4C0144C4 PR  ETOSHA 74005E36 SYNC SYS NDLW
Waiting ALTOS 28C00448 RDMS_MONITOR70 1D0144A3 PR  CHOBE 77005906 SYNC SYS NDLW
Waiting ALTOS 28E026C3 VDESKEPT126A3 01014B2D PR (Local copy) SYS NDLW

Kkkkkhkhkkhkkkkkkhkhhhhhhhkkkkhhhhhhkhkkkkhhhhhhhkkk k%

3.3 OpenVMS Single Process Data

When you double-click a row in the lower part of an OpenVMS Mode Details
(Figure 3-7), OpenVMS CPU Process Summary (Figure 3-8), Memory
(Figure 3-10), or I/O (Figure 3—-12) pages, the Data Analyzer displays the
first of several OpenVMS Single Process pages.

Alternatively, you can right-click a row and select “Display...”. The View menu
item contains three display options, shown in Figure 3-23.

Figure 3-23 Single Process Window

PESOS Single Process <_RTA2:> (DETACHED)
File | Wigw| Fix Customize

=10 x|
Help

(] & Tahs
-
(o} : wertical Grid
H -
T 3 T
O g .l"L= Horizontal Grid
C M = HILDE
Account: DEETG
uIC: [14,253]
PID: Z3EO0135
Owner ID: oooooooo
PC: Not Available
PS: Not Available
Priority: 6/4
State: HIE
CPU Time: 0 00:23:22.55

Current image: $1$DGA3E90:[SYS0.SYSCOMMOMN JAVAT 142 BINJJAVAEIAVA, ...
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Explanations of the choices in the View menu are the following:
e Tabs: individual tabs for each Single Process display:

— Process Information

— Working Set

— Execution Rates

— Process Quotas

— Wait States

— Job Quotas

— RAD Counters

e Vertical Grid: all of the Single Process displays combined in one vertically-
oriented grid

e Horizontal Grid: all of the Single Process displays combined in one
horizontally-oriented grid

The following sections describe the individual tabs or sections of the vertical or
horizontal grids.

Each section refers to the vertical grid display shown in Figure 3-24. The status
bar displays the current image that the process is running.

3-36 Getting Information About Nodes



Getting Information About Nodes
3.3 OpenVMS Single Process Data

Figure 3-24 Single Process Vertical Grid Display

., PESOS Single Process <_RTA4:> (DETACHED) =laix=]
File “iew Fix Customize
Process Information Execution Rates
Process Name: RTA4:
Username: HILDE CPLE: 22.54
Account; DEBUG Direct 110: 41.95
wc: [14,253] Buffered 1i0: 70.46
PID: Z3E00138 Paging 1/0: 128.91
Owner ID: 0ooooooo Page Faults: 406.91
PC: Not Available
PS: Not Available P Quot
Priarity: a/a rocess Quotas
State: HIE Current Limit
CPU Time: 0 00:22:41.04 Direct 1O: a 150
. Buffered 1/0: 0 150
Working Set ASTs: B 300
WS Global Pages: aog CPU Time: 0 00:=22:41.04 No Limit
WS Private Pages: 37920
WS Total Pages: 38816 Job Quotas
WS Size: 52384
WS Default: 16384 Current Limit
WS Quota: 92768 0Open file count: 14 250
WS Extent: 522240 Paging file count: 119648 750000
Images Activated: 1235 Engueue count: 3 2000
Mutexes Held: a TQE count: 4 20
- Subprocess count: i} &0
Wait States Byte count: 3008 128000
Current
Compute: 14 RAD Counters
Memony u]
Direct 10: a Current Total
Buffered LO: i Home BAD -1
Control: 2 Private 2748 2746
Quotas: u] Shared H] il
Explicit: T Global 54 54
Current image: $1$DGA3E90:[SYS0. 5 SCOMMOMN JAVAT 142 BINJJAVAEIAWA EXE; 1
3.3.1 Process Information
Table 3—12 describes the Process Information data shown in Figure 3-24.
The data on this page is displayed at the default intervals shown for Single
Process Data on the Data Collection Customization page.
Table 3-12 Process Information
Data Description
Process name Name of the process.
Username User name of the user who owns the process.
Account Account string that the system manager assigns to the user.
UIC User identification code (UIC). A pair of numbers or character
strings that designate the group and user.
PID Process identifier. A 32-bit value that uniquely identifies a process.
Owner ID Process identifier of the process that created the process displayed

on the page. If the PID is 0, then the process is a parent process.

(continued on next page)
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Table 3-12 (Cont.) Process Information

Data Description

PC Program counter.
On OpenVMS Alpha systems, this value is displayed as 0 because
the data is not readily available to the Data Collector node.

PS Processor status longword (PSL). This value is displayed on VAX
systems only.

Priority Computable and base priority of the process. Priority is an integer
between 0 and 31. Processes with higher priority are given more
CPU time.

State One of the process states listed in Appendix A.

CPU Time CPU time used by the process.

3.3.2 Working Set

Table 3—-13 describes the Working Set data shown in Figure 3—-24.

Table 3—-13 Working Set

Data

Description

WS Global Pages
WS Private Pages

WS Total Pages
WS Size

WS Default

WS Quota

WS Extent
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Shared data or code between processes, listed in pages (measured in
pagelets).

Amount of accessible memory, listed in pages (measured in
pagelets).

Sum of global and private pages (measured in pagelets).

Working set size. The number of pages (measured in pagelets) of
memory the process is allowed to use. This value is periodically
adjusted by the operating system based on analysis of page faults
relative to CPU time used. Increases in large units indicates that
a process is taking many page faults, and its memory allocation is
increasing.

Working set default. The initial limit of the number of physical
pages (measured in pagelets) of memory the process can use.
This parameter is listed in the user authorization file (UAF);
discrepancies between the UAF value and the displayed value
are due to page/longword boundary rounding or other adjustments
made by the operating system.

Working set quota. The maximum amount of physical pages
(measured in pagelets) of memory the process can lock into its
working set. This parameter is listed in the UAF; discrepancies
between the UAF value and the displayed value are due to
page/longword boundary rounding or other adjustments made
by the operating system.

Working set extent. The maximum number of physical pages
(measured in pagelets) of memory the system will allocate for

the process. The system provides memory to a process beyond

its quota only when it has an excess of free pages and can be
recalled if necessary. This parameter is listed in the UAF; any
discrepancies between the UAF value and the displayed value are
due to page/longword boundary rounding or other adjustments made
by the operating system.

(continued on next page)
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Table 3-13 (Cont.) Working Set

Data

Description

Images Activated
Mutexes Held

Number of times an image is activated.

Number of mutual exclusions (mutexes) held. Persistent values
other than zero (0) require analysis. A mutex is similar to a lock
but is restricted to one CPU. When a process holds a mutex, its
priority is temporarily increased to 16.

3.3.3 Execution Rates

Table 3—14 describes the Execution Rates data shown in Figure 3—24.

Table 3—-14 Execution Rates

Data Description

CPU Percent of CPU time used by this process. The ratio of CPU time to
elapsed time.

Direct I/O Rate at which I/O transfers take place from the pages or pagelets

Buffered I/O
Paging I/O

Page Faults

containing the process buffer that the system locks in physical memory
to the system devices.

Rate at which I/O transfers take place for the process buffer from an
intermediate buffer from the system buffer pool.

Rate of read attempts necessary to satisfy page faults. This is also
known as page read I/O or the hard fault rate.

Page faults per second for the process.

3.3.4 Process Quotas

Table 3—15 describes the Process Quotas data shown in Figure 3-24.

Note that when you display the SWAPPER process, no values are listed in this
section. The SWAPPER process does not have quotas defined in the same way as
other system and user processes do.

Table 3—-15 Quotas

Data

Description

Direct I/0

Buffered I/0

ASTs

CPU Time

The current number of direct I/Os used compared with the limit
possible.

The current number of buffered I/Os used compared with the possible
limit.

Asynchronous system traps. The current number of ASTs used
compared with the possible limit.

Amount of time used compared with the possible limit. "No Limit" is
displayed if the limit is zero.

3.3.5 Wait States

Table 3—16 describes the Wait States data shown in Figure 3-24.

In the graph, “Current” refers to the percentage of elapsed time each process
spends in one of the computed wait states. If a process spends all its time waiting
in one state, the total gradually reaches 100%.
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How Wait States are Calculated

The wait state specifies why a process cannot execute, based on calculations
made on collected data. Each value is calculated over an entire data collection
period of approximately 2 minutes. The graph shows, over this period of time,
the percentage of time a process spends in each wait state. Each value is an
exponential average that approximates a moving average. A more detailed
explanation follows.

When monitoring of a single process starts, all wait state values are zero. When
the system periodically checks the process, the system first subtracts 10% from

each value. It then adds a value of 10 to the wait state the process is currently

in, if any.

For example, at the start, if a process is found to be in the Control wait state, the
graph immediately registers 10 for Control. If the process is still in the Control
wait state the next time it is checked, the graph shows Control at 19. This value
is 90% of the original 10 (or 9), plus 10 (the value currently being added).

The next time the process is checked, if it is found to be in the Buffered I/O wait
state, Buffered I/O is set to 10 and Control is set to 17 (approximately 90% of the
previous value of 19).

The following time the process is checked, if it is not in a wait state at all,
Buffered 1/0 is set to 9 (90% of 10), and Control is set to 15 (90% of 17).

Appendix A contains descriptions of wait states.

Table 3—-16 Wait States

Data Description

Compute Average percentage of time that the process is waiting for CPU time.
Possible states are COM, COMO, or RWCAP.

Memory Average percentage of time that the process is waiting for a page fault

that requires data to be read from disk; this is common during image
activation. Possible states are PEFW, MWAIT, COLPG, FPG, RWPAG,
RWNPG, RWMPE, or RWMPB.

Direct I/0 Average percentage of time that the process waits for data to be read
from or written to a disk or tape. The possible state is DIO.

Buffered I/O Average percentage of time that the process waits for data to be read
from or written to a slower device such as a terminal, line printer,
mailbox, or network traffic. The possible state is BIO.

Control Average percentage of time that the process is waiting for another
process to release control of some resource. Possible states are CEF,
MWAIT, LEF, LEFO, RWAST, RWMBX, RWSCS, RWCLU, RWCSYV,
RWUNK, or LEF waiting for an ENQ.

Quotas Average percentage of time that the process is waiting because the
process has exceeded some quota. Possible states are QUOTA or
RWAST_QUOTA.

Explicit Average percentage of time that the process is waiting because the
process asked to wait, such as a hibernate system service. Possible
states are HIB, HIBO, SUSP, SUSPO, or LEF waiting for a TQE.
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Table 3—-17 describes the Job Quota data shown in Figure 3-24.

Table 3—17 Job Quotas

AUTHORIZE

Data Description Quota

Open File Count Current number of open files compared with the FILLM
possible limit.

Paging File Count Current number of disk blocks in the page file PGFLQUOTA
that the process can use compared with the
possible limit. Note that this value is in pagelets
(512 byte pages) for compatibility and consistency
with VAX systems.

Enqueue Count Current number of resources (lock blocks) queued ENQLM
compared with the possible limit.

TQE Count Current number of timer queue entry (TQE) TQELM
requests compared with the possible limit.

Subprocess Count Current number of subprocesses created PRCLM
compared with the possible limit.

Byte Count Current number of bytes used for buffered I/O BYTLM

transfers compared with the possible limit.

3.3.7 RAD Counters

Table 3-18 describes the RAD Counters data shown in Figure 3-24. The RAD
(Resource Affinity Domain) Counters data page is displayed for Alpha and 164

systems.

Table 3-18 RAD Counters Data

Data Description

Private Number of process private pages on RAD 0.
Shared Number of process shared pages on RAD 0.
Global Number of global pages on RAD 0.
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Displaying OpenVMS Cluster Data

The Availability Manager Data Analyzer displays a great deal of OpenVMS
Cluster data. The amount of cluster information has increased in each successive
version of the product and will probably continue to do so. To accommodate
future growth in this area, beginning with Availability Manager Version 2.2,
OpenVMS Cluster information is documented in a separate chapter of this
manual.

By clicking a series of “handles” on the cluster node tree in the Cluster Members
pane of the Cluster Summary page (Figure 4-1), you can open lines of data to
display progressively more detailed cluster data. This chapter describes the data
you can display.

Support for Managed Objects

New support has been added to the OpenVMS Data Collector, RMDRIVER, for
OpenVMS managed objects, which are operating system components with
characteristics that allow the Availability Manager to manage them. Managed
objects, which register themselves with the Data Collector at system startup, not
only provide data but also implement fixes in response to client requests.

In OpenVMS Version 7.3 and later versions, cluster data and fixes are available
for LAN virtual circuits through the managed object interface. When the Data
Analyzer connects to a Data Collector node, it retrieves a list of the managed
objects on that node, if any. For such a node, the Data Analyzer can provide
additional details and any new data that would otherwise be unavailable.

Note

To enable managed object data collection on nodes running OpenVMS
Version 7.3 and later, the system manager must take steps so that the
Data Collector driver, RMDRIVER, is loaded early in the boot process.
For more details on how to enable collection of managed object data, see
the HP Availability Manager Installation Instructions.

LAN Displays

When you monitor OpenVMS Version 7.3 and later nodes with managed objects
enabled, additional cluster data and fixes are available for LAN virtual circuits.
This data includes enhanced LAN virtual circuit summary data in the Cluster
Summary window and the LAN Virtual Circuit Details (NISCA) window. In
addition, the Cluster Summary includes virtual circuit, channel, and device fixes.
If managed object support is not enabled for a Data Collector node, then only
basic virtual circuit data is available.
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4.1 OpenVMS Cluster Summary Page

4-2

To display the OpenVMS Cluster Summary page (Figure 4-1), click the Cluster
Summary tab on an OpenVMS Node Summary page (Figure 1-7).

The Cluster Summary page contains cluster interconnect information for an
entire cluster as well as detailed information about each node in the cluster,
including System Communications Services (SCS) circuits and connections for
individual nodes.

The data items shown on this page correspond to data that the Show

Cluster utility (SHOW CLUSTER) displays for the SYSTEMS, MEMBERS,
CONNECTIONS, and CIRCUITS classes. No SHOW CLUSTER counterpart
exists for the PEDRIVER LAN virtual circuit, channel, and device detail displays.
The data items shown on the page also correspond to data that the SCACP utility
displays for SHOW commands that display PORT, CIRCUIT, VC, CHANNEL,
and LAN DEVICE information.

Figure 4-1 OpenVMS Cluster Summary

=10l x|
File “iew Fix Customize HEIp
rNDde Summary [CPU [Mermory [I/O [ Disk [ Lock Contention rCIuster Summary|
rsummary
Formed: 21-Mar-2002 10:32 Members In: 19
Last Trans: 03-Apr-z2002 14:24 Members Out: u]
Votes: 16 Quorum: 10
Expected \otes: 19 QD Votes: 65535
Failowver Step: 53 Failover ID: 381
[#2] 5c5 Name [scaiD] S0 | votes | Expect | Quorum | LckDint | Status | Transition Time
© B ADEEUG 4E7F 10042 1 19 10 £ MEMEER  03-Apr-2002 11:24
© B ANDAlA 4ESE  10O0AS 1 19 10 10 MEMEER  03-Apr-200Z 11:40
© B ANDAZA 4ES4 10046 1 19 10 10 MEMEER  03-Apr-2002 11:39
© B ANDAZL 4EE7 10047 1 19 10 10 MEMEER  03-Apr-200Z 11:39
© B COBRAS 4E79  100BL 1 19 10 1 MEMEER  03-Apr-2002 13:35
© ® EREJE0S  4ESS 10044 i] 19 10 1 MEMEER  03-Apr-2002 11:32
e = ENQ 4ETE  100B3 il 19 10 1 MEMEER  03-Apr-2002 l4:24
© B FLAMIT7 4DOF 10043 i] 19 10 0 MEMEER  03-Apr-2002 11:32
© = MNTL 4C1D 100E0 1 19 10 1 MEMEER  03-Apr-2002 13:20
© B SAELz  4ETA 1O0AS 1 19 10 1 MEMEER  03-Apr-2002 11:42
© B SGRPOP 4ESZ 1004 1 19 10 5 MEMEER  03-Apr-2002 11:23
© B SPNEY  4ES4 1009E 1 19 10 9 MEMEER  03-Apr-2002 11:20
© B SPNEYZ 4EES  1009F 1 19 10 5 MEMEER  03-Apr-2002 11:21
© B SPNEYS 4Fl4  1009D 1 19 10 G MEMEER  03-Apr-2002 11:19
© B yMST34  4ES0 10040 1 19 10 1 MEMEER  03-Apr-2002 11:22 |
© ® YILD3 4E0E  100AC 1 19 10 1 MEMEER  03-Apr-2002 13:00 -
OpervMS Alpha node ANDASA - Cluster Summary

The two panes in the Cluster Summary page display the following information:

e The Summary pane (top) displays summary information about the entire
cluster.

¢ The Cluster Members pane (bottom) displays detailed information about each
node in the cluster, including its System Communication Architecture (SCA)
connections with other nodes.
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4.1.1 OpenVMS Cluster Event

The Data Analyzer signals the LOVOTE event when cluster votes minus cluster
quorum is less than the threshold value for the event. (The default threshold for
the LOVOTE event is 1.)

LOVOTE,

'node’ VOTES count is close to or below QUORUM

4.1.2 OpenVMS Cluster Summary Pane
Table 4-1 describes the data in the OpenVMS Cluster Summary pane

(Figure 4-1).

Table 4-1 Summary Pane Data

Data

Description

Formed
Last Trans
Votes

Expected Votes

Failover Step
Members In
Members Out
Quorum’

QD Votes

Failover ID

Date and time the cluster was formed.
Date and time of the most recent cluster state transition.

Total number of quorum votes being contributed by all cluster members
and by the quorum disk.

The expected votes contribution by all members of the cluster. This
value is calculated from the maximum EXPECTED_VOTES system
parameter and the maximized value of the VOTES system parameter.

Current failover step index. Shows which step in the sequence of
failover steps the failover is currently executing.

Number of cluster members to which the Data Analyzer has a
connection.

Number of cluster members to which the Data Analyzer either has no
connection or has lost its connection.

Number of votes that must be present for the cluster to function and to
permit user activity, that is, to “maintain cluster quorum.”

Number of votes given to the quorum disk. A value of 65535 means no
quorum disk exists.

Failover instance identification. Unique ID of a failover sequence that
indicates to system managers whether a failover has occurred since the
last time they checked.

You can adjust the quorum value by using the Adjust Quorum fix described in Section 6.2.1.

4.1.3 OpenVMS Cluster Members Pane

The Cluster Members pane (the lower pane on the Cluster Summary page
(Figure 4-1) lists all the nodes in the cluster and provides detailed information
about each one. Figure 4-2 shows only the Cluster Members pane.
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4.1 OpenVMS Cluster Summary Page

Figure 4-2 OpenVMS Cluster Members Pane

[$a] scs Name |scsiD| cSID| votes | Expect | Quorum | LckDirdt | Status Transition Time
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© B COBRAI 4ET9  100BL 1 19 10 1 MEMEER  03-Apr-2002 13:35

Lo B EEJE0Z 4ES5 10044 u) 19 10 1 MEMEER 03-&pr-z2002 11:32

o = g 4E7E  100B3 0 19 10 1 MEMEER  03-Apr-200Z 14:24
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Lo B MT1 4C1D  100EO 1 19 10 1 MEMEER 03-&pr-z2002 13:20
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The first level of information in the Cluster Members pane is cluster member
data, which is described in Table 4-2.

Table 4-2 Cluster Member Data

Data

Description

SCS Name

SCSID
CSID
Votes
Expect

Quorum
LckDirWt

Status

Transition Time

System Communications Services (SCS) name for the node (system
parameter SCSNODE).

SCS identification for the node (system parameter SCSYSTEMID).
Cluster system identification.
Number of votes the member contributes.

Member’s expected votes as set by the EXPECTED_VOTES system
parameter.

Number of votes that must be present for the cluster to function and
permit user activity, that is, to “maintain cluster quorum.”

Lock manager distributed directory weight as determined by the
LCKDIRWT system parameter.

Current cluster member status:

Status Value Description

NEW New system in cluster.

BRK NEW New system; there has been a break in the
connection.

MEMBER System is a member of the cluster.

BRK_MEM Member; there has been a break in the connection.

NON System is not a member of the cluster.

BRK_NON Nonmember; there has been a break in the
connection.

REMOVED System has been removed from the cluster.

BRK_REM System has been removed from the cluster, and

there has also been a break in the connection.

The time of the system’s last change in cluster membership status.
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4.2 Summary Data in the Cluster Members Pane

The following sections contain descriptions of the categories of summary data
displayed in the Cluster Members pane (Figure 4-2).

When you click the handle before an SCS (System Communications Services)
Name, the Data Analyzer first displays a Ports heading, if managed object data
collection is enabled on this SCS node.

A port is an OpenVMS device that provide SCA (System Communications
Architecture) services. Port summary data is discussed in Section 4.2.1. Below
the Ports heading is the Circuits heading, which precedes a line of SCA headings.
(SCA data is discussed in Section 4.2.2.)

4.2.1 Port Summary Data

When you initially click the handle in front of Ports in the Cluster Members pane
(Figure 4-1) to a vertical position, Ports headings are displayed, with information
about port interfaces on the local system, as shown in Figure 4-3.

Figure 4-3 Port Summary Data
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The port summary data shown in Figure 4-3 is described in Table 4-3. Data
items in this table are related to the SCACP utility SHOW PORTS display and
the SHOW CLUSTER utility LOCAL_PORT CLASS display.
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Table 4-3 Local Port Data

Data Description
Local Port:
Name Device name of the port.
Number The local port’s interconnect address or other interconnect-specific
identifier.
Mgmt Priority Management priority assigned to the port.
Load Class Capacity value of the port, based on the rate (in megabits/second) of

the interconnect of the port.
Messages Sent:
Count Total number of messages sent since the port was initialized.
Rate Rate at which messages are sent (per second).
Messages Received:
Count Total number of messages sent since the port was initialized.
Rate Rate at which SCS messages are received (per second).

Datagrams Sent:

Count Total number of SCS datagrams sent since the port was initialized.
Rate Rate at which SCS datagrams are sent (per second).

Datagrams

Received:
Count Total number of SCS datagrams sent since the port was initialized.
Rate Rate at which SCS datagrams are sent (per second).

Kilobytes Mapped Number of kilobytes mapped for block transfer.

4.2.2 SCA (System Communications Architecture) Summary Data

Below the Circuits heading in Figure 4-4 is a line of SCA summary headings
that include information about a node’s SCS circuits between local SCA ports and
remote SCA ports on other nodes in the cluster. More than one circuit indicates
more than one communications path to the other node.

The data displayed in Figure 4—4 is similar to the information that the Show
Cluster utility (SHOW CLUSTER) displays for the CIRCUITS, CONNECTIONS,
and COUNTERS classes and that the SCACP utility’s SHOW CIRCUITS
command displays. Note that circuit count is the total number of events since the
the state of the circuit changed to OPEN.

Starting with Availability Manager Version 2.2, the circuits display shows circuits
to non-OpenVMS nodes, such as storage controllers.
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Figure 4-4 SCA Summary Data
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Table 4-4 describes the SCA summary data displayed under the Circuits
heading in Figure 4—4. Each line of data shows either a summary of an SCS
connection between a local system connection of an application (or SYSAP) to
a remote SYSAP that uses the circuit, or a summary of interconnect-specific
information about the operation of the circuit.

Some of the data described in Table 4—4 is not displayed in Figure 4—4 because

the screen display is wider than shown.

You can scroll to the right on your

terminal screen to display the remaining fields described in the table.

Note

Each rate referred to in Figure 4—4 is in messages per second. The
“Message Rates” data are rates; the remaining data items are counts.

Table 4-4 SCA Summary Data

Data Description

Remote Node
circuit.

Local Port

SCS name of the remote node containing the remote port of the

The device name of the local port associated with the circuit.

(continued on next page)
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Table 4-4 (Cont.) SCA Summary Data

Remote Port:

Type
Number

State
Priority:

Curr

Mgmt
Load Class

Message Rates:
Sent
Received

Block Data
(Kilobytes):

Mapped

Sent
Requested

Block Data (Count):
Sent
Requested

Datagrams:

Sent
Received
Credit Wait

Buff Desc Wait

The remote port’s device or interconnect type associated with the
circuit (for example, LAN, CIPCA, DSSI).

The remote port’s interconnect address, or another other
interconnect-specific unique identifier.

The state of the virtual circuit connection.

Circuit’s current priority, which is the sum of the management
priorities assigned to the circuit and associated local port.

Priority value assigned to the circuit by management action.

The circuit’s current capacity rating, derived from the current
ECS member’s load class values.

Count/rate of SCS messages sent over the circuit.

Count/rate that SCS messages are received on the circuit.

Count/rate of kilobytes mapped for block data transfers over the
circuit.

Count/rate of kilobytes sent over the circuit using transfers.

Count/rate of kilobytes requested from the remote port over the
circuit using request block data transfers.

Count/rate of send block data transfers over the circuit.

Count/rate of block data transfer requests sent over the circuit.

Count/rate of SCS datagrams sent over the circuit.
Count/rate of SCS datagrams received on the circuit.

Count/rate any connection on the circuit had to wait for a send
credit.

Count/rate any connection over the circuit had to wait for a
buffer descriptor.

4.2.3 SCS (System Communications Services) Connections Summary Data

You can click the handle at the beginning of an SCA data row to display the
following headings when they apply to a particular node:

e SCS Connections

e LAN Virtual Circuit Summary

To display SCS connections summary data, click the handle at the beginning
of the “SCS Connections” row on the Cluster Summary pane (Figure 4-1).
Figure 4-5 displays SCS Connections data information.
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Figure 4-5 SCS Connections Data
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Table 4-5 describes the SCS connections data shown in Figure 4-5. Some of the
data described in Table 4-5 is not displayed in Figure 4-5 because the screen
display is wider than shown. You can scroll to the right on your terminal screen

to display the remaining fields described in the table.

Note that connection count is the total number of events since the state of the

connection changed to OPEN.

Table 4-5 SCS Connections Data

Data Description
SYSAPs:
Local Name of the SYSAP (system application) on the local system
associated with the connection.
Remote Name of the SYSAP on the remote system associated with the

connection.

(continued on next page)
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Table 4-5 (Cont.) SCS Connections Data

Data

Description

State

Message Rates:
Sent

Received

Block Data
(Kilobytes):

Mapped
Sent
Requested

Block Data (Number):
Sent

Requested

Datagrams:
Sent
Received
Credit Wait

4-10 Displaying OpenVMS Cluster Data

The connection’s current state. The possible items displayed are:
e ACCP_SENT—An accept request has been sent.
¢ CLOSED—The connection is closed.

e (CON_ACK—A connect request has been sent and
acknowledged.

¢ CON_REC— A connect request has been received.

e CON_SENT— A connect request has been sent.

e DISC_ACK—A disconnect is acknowledged.

e DISC_MTCH—A disconnect request has matched.

e DISC_REC— A disconnect request has been received.
e DISC_SENT—A disconnect request has been sent.

e LISTEN— The connection is in the listen state.

e  OPEN—The connection is open.

e REJ_SENT— A rejection has been sent.

e VC_FAI—The virtual circuit has failed.

Count/rate that SCS messages are sent over the connection.

Count/rate that SCS messages are being received on the
connection.

Count/rate of kilobytes mapped for block data transfers by the
local SYSAP using the connection. Note: This field is available
only in raw data format.

Number of kilobytes sent over the SCS connection by the local
SYSAP using send block data transfers.

Number of kilobytes requested over the SCS connection by the
local SYSAP using request block data transfers.

Count/Rate of send block data transfers by this node over the
SCS connection.

Count/Rate of request block data transfers sent to the remote
port over the SCS connection.

Count/Rate of datagrams sent on the SCS connection.
Count/Rate of datagrams received on the SCS connection.
Count/Rate of times the connection had to wait for a send credit.

(continued on next page)
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Table 4-5 (Cont.) SCS Connections Data

Data Description
Buff Desc Wait Count/Rate of times the connection had to wait for a buffer
descriptor.

4.2.4 LAN Virtual Circuit Summary Data

You can display interconnect-specific LAN virtual circuit summary data by
clicking the handle at the beginning of a “LAN Virtual Circuit Summary” row to
a vertical position. The screen expands to display the interconnect-specific VC
summary data shown in Figure 4-6.

Figure 4-6 LAN Virtual Circuit Summary Data
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Much of the data in this display corresponds to the information displayed by the
SCACP command SHOW VC. The SHOW CLUSTER command does not provide
a corresponding display. Which data items are displayed depends on the type of
interconnect the virtual circuit is using.
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Currently, this feature is available only for LAN virtual circuits. VC Summary
displays for other cluster interconnects such as CI might be available in the
future. When other interconnects are supported, the interconnect type will

be displayed at the beginning of the line—for example, CI Virtual Circuit
Summary—and the associated heading will have interconnect-specific data items.

Note that LAN Virtual Circuit counters are initialized when PEDRIVER detects
the existence of a PEDRIVER on a remote system. All of a LAN VC’s counters
are cumulative from that time.

Some of the data described in Table 4-6 is not displayed in Figure 4—6 because
the screen display is wider than shown. You can scroll to the right on your
terminal screen to display the remaining fields described in the table.

Table 4-6 describes the LAN Virtual Circuit Summary data items shown in

Figure 4-6.

Table 4-6 LAN Virtual Circuit Summary Data

Data

Description

VC State

Total Errors
ReXmt Ratio

Channels:
Open
ECS

ECS Priority

MaxPktSiz
ReXmt TMO (psec)

XmtWindow:

Cur

Max

Current internal state of the virtual circuit:
e  OPEN—Virtual Circuit is open and usable.

e PATH-—At least one open channel has been established, but the
Virtual Circuit has not yet transitioned to OPEN.

e  CLOSED—The Virtual Circuit has been closed or has become
unusable.

Number of times the virtual circuit has been closed or has had other
errors.

Ratio of total numbers of transmitted to retransmitted packets
during the most recent data collection interval.

Number of currently open channels available to the virtual circuit.

Number of equivalent channel set (ECS) channels currently in use
by the LAN virtual circuit.

Priority a channel must have in order to be included in the
Equivalent channel set (ECS). It is the highest priority any open
and tight channel has.

Maximum data buffer size in use by this LAN virtual circuit.

Retransmission timeout, in microseconds. The length of time the
virtual circuit is currently using to wait for an acknowledgment of
the receipt of a packet before retransmitting that packet.

Current value of the transmit window (or pipe quota). Maximum
number of packets that are sent before stopping to await an
acknowledgment. After a timeout, the transmit window is reset to 1
to decrease congestion; it is allowed to increase as acknowledgments
are received.

Maximum transmit window size currently allowed for the virtual
circuit.

(continued on next page)

4-12 Displaying OpenVMS Cluster Data



Displaying OpenVMS Cluster Data
4.2 Summary Data in the Cluster Members Pane

Table 4-6 (Cont.) LAN Virtual Circuit Summary Data

Data Description

Xmt Options Transmit options enabled:

CKSM—packet checksumming
CMPR—compression

Packets:
Sent Number of packets sent over this virtual circuit.
Received Number of packets received over this virtual circuit.

Most recent:
Time Opened Most recent time the virtual circuit was opened.

Time Closed Most recent time the virtual circuit was closed.

4.2.5 LAN Path (Channel) Summary Data

A LAN path or channel is a logical communication path between two LAN
devices. Channels between nodes are determined by a local device, a remote
device, and the connecting network. For example, two nodes, each having two
devices, might establish four channels between the nodes. The packets that
a particular LAN virtual circuit carries can be sent over any open channel
connecting the two nodes.

The difference between channels and virtual circuits is that channels provide
datagram service. Virtual circuits, layered on channels, provide error-free
paths between nodes. Multiple channels can exist between nodes in an OpenVMS
Cluster system, but only one LAN-based virtual circuit can exist between any two
nodes at a time.

LAN channel counters are initialized when PEDRIVER detects the existence of
a LAN device on a remote system. All of a LAN channel counters are cumulative
from that time. For more information about channels and virtual circuits, see the
HP OpenVMS Cluster Systems manual.

Displaying Data

You can display LAN channel summary data by clicking the handle at the
beginning of a “LAN Virtual Circuit Summary Data” row (Figure 4-6), or by
right-clicking a data item and choosing the Channel Summary item from the
shortcut menu. The screen expands to display the LAN channel summary data
shown in Figure 4-6. If there is no handle at the beginning of a “LAN Virtual
Circuit Summary” data row, then managed object data collection is not enabled
for this SCS node.

The data items displayed depend on the type of virtual circuit. Currently, this
feature is available only for LAN virtual circuits.

Some of the data described in Table 4—7 is not displayed in Figure 4-6 because
the screen display is wider than shown. You can scroll to the right on your
terminal screen to display the remaining fields described in the table.
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Table 4-7 LAN Path (Channel) Data

Data

Description

Devices:
Local
Remote
Channel State

Total Errors

ECS State

Local LAN device associated with the channel.
Remote LAN device associated with the channel.

One of the following states:
¢  OPEN—Channel is usable.

e  PATH—Channel handshake has been completed and, if usable, will
transition to OPEN.

e CLOSED—Channel has been shut down or is unusable.

Total of various error counters for this channel (see channel details for
breakdown).

Channel ECS membership information:

e Y—Member

e N—Nonmember

Losses—one of the following:

e T (tight)—Packet loss history is acceptable.

e L (lossy)—Recent history of packet losses makes channel unusable.
Capacity—one of the following:

e P (peer)—Priority and Buffer size both match the highest
corresponding values of the set of tight channels, entitling the
channel to be an ECS member.

e I (inferior)—Priority or buffer size does not match the
corresponding values of the set of tight channels.

e S (superior)—Priority or buffer size is better than those of the
current corresponding values of the set ECS member channels.
This is a short-lived, transient state because it exists only while the
ECS membership criteria are being re-evaluated.

e U (unevaluated)—Priority or buffer size, or both, have not been
evaluated against the ECS criteria, usually because the channel is
lossy.

Speed—one of the following:

e F (fast)—Channel delay is among the best for tight and peer
channels.

e S (slow)—Channel delay makes channel too slow to be usable
because it would limit the virtual circuit’s average delay.

Note: If a channel is lossy, its capacity and speed are not always kept
current. Therefore, displayed values might be those that the channel
had at the time it become lossy.

(continued on next page)
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Table 4-7 (Cont.) LAN Path (Channel) Data

Data Description
Priority:
Cur Current priority used to evaluate the channel for ECS membership.
This is the sum of management priority values assigned to the LAN
device.
Mgmt Dynamic management-assigned priority.
Hops Number of switches or bridges in this channel’s network path to the

remote LAN device.

BufSiz Current maximum amount of SCS data that can be contained in a
packet sent over the channel. It is the smallest of the following values:

e Local LAN device buffer sizes

e Remote LAN device buffer sizes

e Local NISCS_MAX_PKTSZ system (SYSGEN) parameter values

e  Remote NISCS_MAX_ PKTSZ system (SYSGEN) parameter values

e Largest packet size determined by the NISCA Channel Packet Size
probing algorithm that the intervening network can deliver

Delay (psec) Running average of measured round-trip time, in microseconds, for
packets sent over the channel.
Load Class Load class initialized from local and remote LAN device bit rates.
Packets:
Sent Number of packets sent on this channel, including control packets.

Received Number of packets received by this channel.

Most recent:

Time Last time this channel had a verified usable path to a remote system.
Opened

Time Time that this channel was last closed.

Closed

4.3 Detailed Data Accessed Through the Cluster Members Pane

The following sections describe data that appears on lines that you can open in
the Cluster Members pane (Figure 4-2).

4.3.1 LAN Device Summary Data

You can display LAN device summary data by first right-clicking a node name
on the Cluster Members pane. On Version 7.3 or later nodes on which managed
objects are enabled, the Data Analyzer displays a menu with the following
choices:

e SCA Summary
e LAN Device Summary...
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Click LAN Device Summary... to display the Device Summary Data page

(Figure 4-17).

Figure 4-7 LAN Device Summary Data
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You can right-click any data item on the page to display a menu with LAN
Device Fixes... on it. These fixes are explained in Chapter 6.

Table 4-8 describes the LAN device summary data displayed in Figure 4-7. This
data is also displayed with SCACP command SHOW LAN_DEVICE.

Table 4-8 LAN Device Summary Data

Data

Description

LAN Device

Type

Errors

Management:
Priority
BufSize

BufSize

Messages:

Name of the LAN device used for cluster communications between
local and remote nodes.

The icon preceding each LAN device can be one of the following
colors:

e Black—not enabled (“Not in use by SCA”)
*  Yellow—“Run” not set
e Red—“Run” and anything other than Online, Local, or Restart

e Green—“Run” and a combination of Online, Local, and Restart
only

A tooltip indicates the possible states a device can be in. This
can be a combination of the following: Run, Online, Local, Hello
_Busy, Build_Hello, Init, Wait_Mgmt, Wait_Evnt, Broken, XChain_
Disabled, Delete_pend, Restart, or Restart_Delay. Alternatively, a
tooltip might display “Not in use by SCA.”

Type of LAN device used for the cluster.

Number of errors reported by the device since cluster
communications began using it.

Current management-assigned priority of the device.
Current management-assigned maximum buffer size of the device

Smaller of interconnect specific buffer size of the device and its
current management-assigned buffer size.

(continued on next page)
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Table 4-8 (Cont.) LAN Device Summary Data

Data Description
Sent Number of LAN packets sent by the device.
Received Number of packets received from remote LAN device.

4.3.2 LAN Device Detail Data

To display LAN device detail data, right-click a LAN Path (Channel) Summary
data item on the LAN Virtual Circuit Summary data page (Figure 4-6). The Data
Analyzer then displays the shortcut menu shown in Figure 4-8.

Figure 4-8 LAN Path (Channel) Details Menu

To display device details, select the LAN Device Details... item on the menu.
After a brief delay, a LAN Device Overview Data page (Figure 4-9) is displayed.

A series of tabs at the top of the LAN Device Overview Data page indicate
additional LAN device pages that you can display. Much of the LAN device
detail data corresponds to data displayed by the SCACP command SHOW LAN_
DEVICE.

4.3.2.1 LAN Device Overview Data

The LAN Device Overview Data page (Figure 4-9 displays LAN device summary
data.
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Figure 4-9 LAN Device Overview Data

DLAN Device Details: GRCK4 {EWA) £ | |1|
File Fix
[©verview | Transmit [ Receive | Events [ Errars |

~Owerview
Status Run, Online, Restart
Device Hame EWA
Device Type EW DES00
Total Errors z
Priority u]
Max Buifer Size 1426
Mgmt Buffer Size n}
Load Class 10
Receive Ring Size 16
Default LAN Address 00-06-2EB-02-16-02
Current LAN Address 00-06-2B-02-16-92
LAN Device Details: GRCK4 (EWA)

Table 4-9 describes the data displayed in Figure 4-9.

Table 4-9 LAN Device Overview Data

Data Description

Status Device status: Run, Online, Local, Hello _Busy, Build_Hello,
Init, Wait_Mgmt, Wait_Evnt, Broken, XChain_Disabled, Delete_
pend, Restart, or Restart_Delay. Alternatively, “Not in use by
SCA” can be displayed.

Device Name
Device Type
Total Errors
Priority

Max Buffer Size
Mgmt Buffer Size
Load Class

Receive Ring Size

Name of the LAN device.

OpenVMS device type value.

Total number of errors listed on the Errors page.

Dynamic management-assigned priority.

Maximum data buffer size for this LAN device.

Dynamic management-assigned maximum block data field size.

Load class. The rate in MBs currently being reported by the
LAN device.

Number of packets the LAN device can buffer before it discards
incoming packets.

LAN device’s hardware LAN address.

Default LAN Address

Current LAN Address Current LAN address being used by this LAN device.

4.3.2.2 LAN Device Transmit Data

The LAN Device Transmit Data page (Figure 4-10) displays LAN device transmit
data.
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Figure 4-10 LAN Device Transmit Data

[L]LAN Device Details: GRCK4 {EWA)
File Fix

(Overview [[Transmit | Receive | Events [ Errors |

Transmit
Count Rate
Messages Sent 3740390 47.38
Bytes Sent 501132380 6347.81
Multicast Msgs Sent 36045 0.40
Multicast Bytes Sent 4830030 54.24
Outstanding 10 Count u} 0.00

LAN Device Details: GRCK4 (EWA)

Table 4—-10 describes the data displayed in Figure 4-10.

Table 4-10 LAN Device Transmit Data

Data Description

Messages Sent Number of packets sent by this bus, including multicast “Hello”
packets.

Bytes Sent Number of bytes in packets sent by this LAN device, including

m